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Foreword

The present volume contains full papers and extended abstracts
accepted for the International Workshop “Networking Games and
Management” held in the Institution of the Russian Academy of Sciences,
Institute of Applied Mathematical Research KarRC RAS, Petrozavodsk,
Russia, June 30 — July 2, 2012.

The emphasis of the seminar is on the following topics:

e networking games and management,

e optimal routing,

e price of anarchy,

e auctions,

e negotiations.

23 papers from Russia, Finland, Spain, Turkey, the Netherlands were
submitted and included into the volume.
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IdMOupUIecKoe 1ccjaeJ0BaHne
COITMAJILHOI ceTn «vk.com»

Borpanosa O.K., [Tapummna E.M.

CankT-IleTepOyprekuil rocyiapcTBeHHbIN YHIBEPCUTET,
Cankr-Ilerepoypr, Poccust

E-mail: bogdanova.o.k@gmail.com, elena.parilina@gmail.com

PaccMoTpunM colUaibHyIo CeTh, COCTOAILYIO M3 KOHEYHOIO UUCJIa areH-
TOB, U CMOJIEJIUPYEM IIPOIECC PACIPOCTPAHEHUsI HOBOTO IIPOILYKTa Ha PhIHKE,
KOTOPBI MOYKHO IIPEJICTABUTH JJAHHON CETHIO.

[Ilycte N = {1,...,n} — MHOXKECTBO areHTOB DPACCMATPUBAEMON CO-
muasbHoi cern. Kaskplil areHT MOYKeT CyIeCTBOBATH TOJBKO B OJHOM W3
JBYX Pa3IMUHBIX COCTOAHUIL: OH MOXKET OBIThL OO AKTUBHBLIM, JINOO BOC-
IPUUMYUBBIM. AKTUBHBIE al€HTHI y2Ke 00J1aIal0T IPOILYKTOM, & BOCIIPUIM-
qUBbIE — HET, HO I0J] BO3/ieficTBHEeM BHENIHUX (haKTOPOB (BJIUSHUE COCE-
Jeil, pekJaMa u T. JI.) MOTYT 9TOT MPOJIYKT MPHOOPECTH W TAKUM 00PA30M
epeiiTu B aKTUBHOE cocToaHue. Torjga B paccMaTpuBaeMOil CeTH BO3MOZK-
uol caeyionme cocroguust: (0,n), (1,n—1),...,(n,0). 3nech Kazxgas napa
(i,m—1), 1 = 0,n — 9TO COCTOSIHUE CETH, TJIe § — YUCJIO aKTUBHBLIX areHToB,
n — 1 — YUCJI0 BOCIPUUMUNBBIX areHToB. OrnuieM criocod rnepexoja ceTu u3
OJIHOI'O COCTOSTHUSI B JIPYTOE.

Homnycrum, Ha arenToB ceTu BiusieT jBa (bakTOpa: PeKjaMa IPOLYK-
Ta U MHeHue coceneii. CrerneHb BO3JAEHCTBUS pEKJIaMbl 0D03HAUUM depes
A = Ac), tie ¢ € [0,¢y] — KOJMUECTBO CPEJICTB, BJIOKEHHBIX B PEKJIAMY,
¢ > 0 — neybpiBaomias GyHKIMA. BeposdTHOCTH Hepexoia 13 BOCIPIAM Yli-
BOIO COCTOSIHUSI B AKTUBHOE (T. €. BEPOATHOCTH MPUOOPETEHUsI TIPO/IYKTA)

obosnaunm depes p = p(A, 0), tae § = — — OTHOIIEHNE YUC/Ia AKTUBHBIX

|| o=~ 2

cocesieit a Kk obremy uunciy coceneit k = const, p € [0,1] — HeyObiBato-
mas 1o 6 dyuxuus. [pegnonoxum, 9ro obpaTHbIil epexos (13 aKTUBHOIO
COCTOSIHUS B BOCIPUMMYUBOE) HEBO3ZMOYKEH.

(© bBormanosa O.K., [Tapmmmaa E.M., 2012
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[Iporecc pacpocTpanenus MpoayKTa B COMMAIBLHON CETU OIUIIIEM C IO~
MOIIIBIO 1enn MapKoBa ¢ MaTpulieil BeposSTHOCTEH Iepexoia

o'l —p)" pl(l prt o Cpt(1—p)
M- 0 0(1 p)n—l o Cn 1 n 1(1 _p)O
0 O e 1
1 KOHeYHbIM rpocTpancTBoM cocrosiauit {(0,n), (1,n —1),...,(n,0)}.

[IpentooxKuM, 910 CyIIecTByeT HeKoTopast (pupMa, PacipoCTPaHSIIOIIAs
HOBBIIT TIPOJIYKT B paccMaTpuBaeMoil corralibHoit ceTu. Lesibio 9Toit pupmbl
SIBJISIETC MAKCUMU3allds [IPUObLIN B JOJITOCPOYHOM Iepuoje. omycTum,
Bl dbysximit A(c) u p(\, 0) ussecren. Torga npubbuib GUpPMBI onuieMm
dbyukimeit b(A, 0, c,r) = Zle b6 tD(r;), roe by = Ela; — a;_1]r; — ¢; —
oxKmjaeMasl IIpUObLIL Ha 1—OM IHare, a; — YHUCJ0 aKTHBHBIX cocejieil Ha
i—om mare, 0 € (0,1) — cdakrop muckonTHpOBaHUs (0OECICHUBAHNSA), ¢; —
U3JIepKKN (bUPMbI Ha pekjaMy Ha i—om mare, D(r;) — dyHKIms crpoca,
ri € [ro, R] — 1neHa euHUILI TPOJIyKTa HA i—OM Iare, 1y — ceb6ecTonMOCTh
equHuIbl npoaykra. CTparerneit paccMarpuBaemoii pupMbl OyieT BEKTOP
{(ri,ci)}, i =1,k, rae (r;, ¢;) —crparerns GupMbl Ha 5-0M mare, k — obiee
YUCJIO IATOB.

Taxum oOpa3oM, 3a/1a4a 3aK/II0UAETCA B HAXO0K IEHIH OITUMAJILHOI cTpa-
rerunt pUPMBI, T. €. CTpaTEerny, MaKCUMU3UPYIOIIeil ee 00IILy0 NPUObLIb.

[lesibi0 HACTOSIIIENO MCCAEAOBAHUST SABJISIETCS M3ydeHne Bujaa (PYHKIINN
p(A, 6). B kadectBe dyukinum p(A, ) MOKHO HCHOTB30BATH KAKYIO-TI000
dyHKIMIO pacupejenenus. s mojadopa Buga pacipeiesieHns Oblia 1cciie-
JIOBaHa, colpasibHas ceTh «vk.comy». B aToil comumasibHOl ceTu ObLIN II0JIY-
YeHbl TpH BeIOOPKHU 110 300 areHToB.

st mMeronuxcest BEIOOPOK € IOMOIIBIO KPUTEPHSI COTJIACHS XI-KBaIpaT
[Tupcona ObLIM IPOBEPEHbI IMIIOTE3bI O BUJE PACIPEIEIeHNs] NeHepaIbHOI
COBOKYIHOCTH. B KauecTBe TeCcTHpyeMbIX pacipeieneHuil ObLIN BLIOPAHDI
pacupejesnenne BeiiOyiia, raMmMa-pacipeesieHne i JIOrHOPMaJIbHOE pacipe-
nestenne. [locsie oneHKM mapaMeTpoB JJIsl BCeX TPeX BBIOOPOK IOATBEPIIN-
JIaCh TUIIOTE3a O JIOTHOPMAJIbHOM pacIpeIesIeHNN UCCIeyeMON CIyYailHOi
BEJINIIHBI.
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Equilibrium Condition Evaluation of
Large Network of Anonimous
Conformity Agents

Vladimir V. Breer

Institute of Control Sciences
Moscow, Russia

E-mail: breer@live.ru

There are several mathematical models describing the agent’s behavior
of conformity, i.e. an agent follows the behavior of the others. Among
them there is a bunch of models that have been investigated since [3]
was published by M. Granovetter. They are called threshold models of
collective behavior. These models are developed for situations where an
agent has two alternatives one of which she chooses according to her utility
function (so called binary decisions). This utility function depends upon
the proportion of the others that chose particular alternative. Let’s name
this proportion social pressure. If this social pressure is greater than
the threshold characterized the agent, she chooses the same alternative.
Otherwise she chooses the opposite one. This is done in order to maximize
agent’s utility:.

The classical example is the decision of joining a riot or not. Here the
agent’s threshold is the proportion of the group he would have to see join
before he would do so. The cost of joining a riot is declines as the riot size
increases, since the probability of being ceased is smaller as the riot size
increases. Each agent has her own level of cost or threshold she would
pay for taking part in riot. According to this behavior it is important to
investigate the percentage of agents taking part in the riot in equilibrium.

© V. V. Breer, 2012
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If we consider a model with large (infinite) number of agents, then we
have to use stochastic methods of evaluation the condition of this large
network.

Consider index set of agents N = {1,2,...,n}, where each agent has
two choises - to be active or inactive. These choises of the agent ¢ de-
note by the binary variable x; € {0;1}, where choice 1 means, that the
player is active, whereas choice 0 — the player is inactive. Condition of
finite network defined by wvector of actions of all agents = € {0,1}". Vec-
tor of external agents’ actions relative to the agent ¢ denote by z_; =
(1'1, T2y ooy Tje1y Ligly ooes Zl?n) € {O, 1}n—1.

Agent i € N is forced by social pressure, which we define by ﬁ § ;.

e
It is bounded 0 < ﬁ Z:L'j < 1. On the other hand agent + € N is
charachterized by threshjjld of independance 0 < 6; < 1.

Let’s define the behavior of conformity agent with the help of the
following wutility function:

1
n—1

Zl'j—@i r;,1 € N. (1)

JFi

U (af,x—z‘) =

Denote by G the following game in normal form ({0,1}", {u;},cy, V).
It is shown in [1] that for the game G the structure of Nash equilibrium is
very simple. Let’s arrange thresholds 6; by their value in increasing order.
The structure of Nash equilibrium x* is as follows. All the payers whose

n
thresholds are not bigger than the value of average action 6; < % > xf are
i

active x7 = 1, the rest are inactive 2] = 0.
Consider common utility function as a sum of individual utility func-
tions, which charachterizes the value of the network:

U(z) = Zul (x,x_;) = - i 1 Z Tix; — ZQ,&:Z (2)

Jiij 7 i

Let’s {6;}icn be identically distributed random valies with density of
distribution fp : (0;1) — [0;1]. For large n for Nash equilibrium we can
evaluate (2) as
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Sn

Ul(sp) = ns> — s, — n/tfg(t)dt, (3)

n
- 1 * . .
where s, = = E x} - fraction of active agents.
]

As shown in [2] according to the large deviation principle we can get
for the mathematical expectation of s,, where n — oo the following :

n{y Oftfg(t)dtf(y)}d:% (4)

n—oo

1
Es = lim Z_l/ye_ye
0

where I(y) is entropy function of the uniformly distributed random value.
As n is large, the mathematical expectation of fraction s, (4) mainly

y
depends upon extremal point of the function {y2 — [tfp(t)dt — I (y)},
0

which in turn depends upon one parameter - the distribution of thresholds

fo.

References

[1] Bpeep B.B. Teopemuxo-ueposvie modeau kKon@opmrozo Koatexmuerozo
nosedenus |/ ABroMaTHKa 1 TeseMexannka (B medIaTn).

2] Bpeep B.B. Cmozacmuueckue modeau coyuanvror cemet // Yupasie-
Hue 6osbmmu cucremamu. 2009. Ne 27. C. 169 - 204.

3] Granovetter M. Threshold Models of Collective Behavior // AJS. 1978.
Vol. 83. Ne 6. P. 1420 - 1443.



14 J. V. Chirkova

Price of Anarchy in Machine Load
Balancing Game with 3 Machines

Julia V. Chirkova

Institute of Applied Mathematical Research,
Karelian Research Centre RAS, Petrozavodsk, Russia

E-mail: julia@krc.karelia.ru

The Machine Load Balancing Game with 3 machines is considered.
A set of N jobs is to be assigned to a set of 3 machines with speeds
speed;(i = 1,2,3) which are 1, r and s correspondingly. So, j-th job’s
pure strategy [; is a machine’s number i. The size of a job j is denoted
by w;. The running time of a job j on a machine ¢ with a speed speed;
is w;/speed;. The delay on this machine is ) w;/speed;. Jobs choose

7=t
machines to minimize their own delays. The éocial cost of a schedule is
the maximum delay among all machines, i.e. makespan.

Pure strategies only are considered. Pure Nash Equilibrium is a sched-
ule where no one job has a reason to choose another machine. Optimal
schedule provides a minimum of the social cost. The Price of Anarchy
(PoA) is a ratio between the worst Nash equilibrium social cost and the
optimal social cost.

The upper bound estimation of the Price of Anarchy (PoA) for this
model is obtained analytically. The exact value of PoA is obtained nu-
merically. Estimations are visualized to compare them.

© J. V. Chirkova, 2012
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On a reflective network structure of
agents’ beliefs

Fedyanin Denis Nikolaevich

Institute of Control Sciences RAS, Moscow, Russia

E-mail: dfedyanin@inbox.ru

Problems of decision making in situations when decision makers
(agents) gain depends not only on his actions, but on actions of other
agents, is the subject of traditional models of game theory and the theory
of collective behavior. One of the key factors in this case is a mutual aware-
ness of agents, their possible actions and principles of decision-making.

The process of forming ideas about principles of decision-making of
opponents is called strategic reflection. Reflection could be divided into
strategic reflection and informational one [6]. Informational reflection is
a process of suggestions about what values of uncertain parameters are
and what estimations of them are used by opponents. In other words, an
informational reflection of the information relates to the agent’s knowl-
edge about the nature of reality (what the game), and reflective reality
(see what other game). Strategic reflection is a process of suggestions
about principles of making decisions by opponents in the framework of
the awareness. Thus, informational reflection takes place only under con-
ditions of incomplete knowledge, and its result is used in decision-making
(and sometimes it is included in strategic reflection). Strategic reflection
takes place even in the case of full information, and is focused on principles
of decisions of players. In other words, information and strategic reflec-
tion can be studied independently, but under conditions of incomplete
knowledge they both have a place.

Reals players have limited strategic reflection [1], and not only cannot
be aware of the objective functions opponents, but even if he knows them

© D.N. Fedyanin, 2012
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to be mistaken about their principles of decision: whether the agents are
able to calculate the Nash equilibrium in the game, which of the existing
Nash equilibria in a game they choose if there are several them, whether
they will seek an equilibrium in pure or mixed strategies, how to eliminate
the uncertainty in the absence of information of parameters of nature, etc.
The real agent can also have both limited information and limited strategic
reflection .

Concept of rank of reflection is often used to simulate different types
of rationality of players, according to this concept there is a partition of
players according to their types of rationality - ranks (reflective splitting)
[5]. But in this paper we consider a special kind of structure of reflection
of players - reflective network - which includes elements of both informa-
tion and strategic reflection and widen the concept of rank of reflection.
To build the attributes of each player, such as a set of actions and the ob-
jective function, we added decision rule which he uses under uncertainty
and a set of players, whose set of attributes he knows precisely. Thus
this paper proposes a new modeling tool a difficult strategic situation of
reflection of agents - reflective network. Reflective network takes into ac-
count not only the rank of an agent of reflection, but also his awareness of
certain opponents. This allows, in particular, to model decision-making
structures of the active network.

Reflexive network is constructed as follows [4]: the nodes (vertices) of
the network are players, and the arc of the player i to player j exists if
and only if a player j belongs to the set of players, whose attributes are
known to the player i. This network is completely defines the structure
of knowledge and allows us to calculate the balance. Thus, the problem
of searching game with incomplete awareness is completely determined
by the strategy sets of players, their objective functions, their rules of
decision making and reflective network.

The purpose of this paper is to discover dependence of the influence of
reflexive networks and decision rules players on the properties of equilibria
in games. The basic idea of the research is to construct a reflexive network
with the defined strategy sets of players, their objective functions and
decision rules. The purpose of such construction is to force payers (without
changing their goal functions, sets of strategies, sequences of moves) to
game equilibrium at a given point.



On a reflective network structure of agents’ beliefs 17

This paper demonstrates an example of successful analysis of reflexive
network’s influence on equilibria in certain network game, which all non-
reflective equilibria are known and have been found in [2,3]. It has been
proved several statements on the assumption that the set of admissible
decision rules in this game has the following properties: the players who
know each other’s attributes, play a Nash equilibrium in pure strategies,
and the actions of players whose attributes are unknown to them, they
predict, based on the criteria for acceptance Hurwitz solutions with the pa-
rameter equal to the optimism either zero or one. It was also constructed
optimal control by reflexive network for some cases of different distribu-
tions of optimism among the players to prevent any non-zero equilibrium
in the given network game.
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Pyramidal value for directed graph
restricted games

Ramon Flores

Universidad Carlos III de Madrid, Spain

E-mail: rflores@est-econ.uc3m.es

Elisenda Molina
Universidad Carlos III de Madrid, Spain

E-mail; elisenda.molina®uc3m.es

Juan Tejada
Universidad Complutense de Madrid, Spain

E-mail: jtejada@mat.ucm.es

We propose a value for cooperative TU games with partial action,
when influence relations are directional: the Pyramidal Value. Based on
this concept, we also propose an index of global Social Network Efficiency
which measures the ability of the network to promote efficient coalition
structures to form. We analyze their properties and show their behavior by
means of some illustrative applications (hierarchies, symmetric games,...)

© R. Flores, E. Molina, J. Tejada, 2012
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Hierarchy optimization: theory and
applications!

Mikhail V. Goubko

Institute of Control Sciences RAS, Moscow, Russia

E-mail: mgoubko@mail.ru

Abstract

We survey the body of analytical and numerical methods for hierarchy
optimization developed during the recent decade and sketch their recent
applications.

Keywords: hierarchy optimization, growing decision tree, user menu
design, hierarchy in firms, assembly line balancing.

The problems of hierarchy optimization arise in different areas, from
computer science to management. The well-known examples include the
problems of an optimal prefix code, decision tree growing, communication
network optimization, etc. They are studied separately, although allowing
for a uniform description in terms of a general mathematical framework.
This framework provides a common language to model different problems
of hierarchy optimization, develop universal solution methods, and adopt
and generalize local approaches.

An hierarchy optimization problem is to minimize a cost function by
the choice of an admissible hierarchy (usually, the set of admissible hierar-
chies is too large for exhaustive search to be possible). The concepts of the
abstract hierarchy and the sectional cost function suggested by Voronin
and Mishin in 2001 provide a basis for viable study. The hierarchy is un-
derstood as an acyclic graph (generally, not a tree) with the given set of
leafs and the sole root. The set of leafs is fixed by the problem setting, be

IThe research is supported by the grant 10-07-00129 of Russian Foundation for Basic Research.
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it an alphabet in the coding problem or a set of base stations in telecom.
The hierarchy cost function is called sectional if it sums up the costs of
hierarchy nodes, while the node cost depends on the tuple of groups of
leaves reachable from the children of this node.

Analytical methods of hierarchy optimization include conditions to
narrow the set of potential solutions, and estimates of the attributes of
the optimal hierarchy. Numeric methods reduce to exact and approximate
algorithms for optimal hierarchy search. Analytical estimates of hierarchy
cost are intensively used in algorithms to branch and cut the search space.

Sectional cost functions cover a wide range of applications, but are
concise enough to allow for comprehensive deductions about the optimal
hierarchy shape — when a hierarchy is tall or flat, tree-shaped, or resembles
a conveyor belt. Also numerous algorithms were developed by Mishin to
seek an optimal hierarchy, a tree, or a conveyor for sectional cost functions.

Nevertheless, the optimal hierarchy problem for a sectional cost func-
tion has no efficient solution in general. Homogenous cost functions pro-
vide an interesting subclass, which allows for a complete solution of an
optimal hierarchy problem. The optimal hierarchy is proved to be uni-
form, the closed-form solution is derived for optimal hierarchy cost and
shape (span of control and skewness), and efficient algorithms were devel-
oped to construct nearly-optimal hierarchies.

The suite of optimization techniques developed allowed solving the
following hierarchy optimization problems in different areas.

In data mining — for the problem of growing a decision tree (used
in classification and machine learning) a new combinatory lower-bound
estimate for classification costs is suggested along with new efficient algo-
rithms for building a decision tree.

In human-computer interaction — for the problem of hierarchical menu
design a mathematical model was proposed for menu structure optimiza-
tion and efficient algorithms were developed and implemented in the con-
venient computer-based design tool.

In management — the models of a management hierarchy were explored
to address the fundamental issues of the theory of the firm. The closed-
form expressions are obtained for hierarchy maintenance costs, span of
control, the number of layers, managers’ efforts and compensation, which
enable comparative static analysis and model identification from data.
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In production planning — an assembly line balancing problem was re-
duced to a special case of a hierarchy optimization problem; new algo-
rithms were suggested for the generalized setting.

In the report we discuss the latest results, recent applications and per-
spectives. Potential applications of the theory and techniques are very
diverse. To name a few: for information theory — handy taxonomies and
classifiers, efficient schemes for hierarchical calculus; for business admin-
istration — methods for supply networks structure optimization.



Queueing System with On-Demand Number of Servers 23

Queueing System with On-Demand
Number of Servers

V.V. Mazalov

Institute of Applied Mathematical Research,
Karelian Research Centre RAS, Petrozavodsk, Russia

E-mail: vmazalov@krc.karelia.ru

A.V. Gurtov

Centre for Wireless Communications
University of Oulu

E-mail: gurtov@ee.oulu.fi

Keywords: queuing theory, modeling.

We consider a queuing system where the number of active servers
changes depending on the length of the queue. As a practical example of
such system, we consider the security check queue at the airports. The
number of active servers increases when the queue grows by k customers
and decreases accordingly. That allows to save server re- sources while
maintaining acceptable performance (average queuing time and its vari-
ation) for customers. We obtain a closed-form solution for the serving
time, queue length and average number of servers.

To validate the model we have selected the data of Dallas Fort in-
ternational airport, the 8th largest in the world. Our simulation model
shows a close match with analytic results. Cost savings in the number of
open servers are achievable while providing acceptable waiting time for
the customers.

© V.V. Magzalov, A.V. Gurtov, 2012
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In this paper, the following optimal double stopping problem on tra-
jectories is considered. Suppose that there is an urn containing m balls
of value —1 and p balls of value 4+1. The player is allowed to draw ball
randomly, without replacement, one by one. The value —1 is attached
to minus ball and value +1 to plus ball. Determine sequence Z; = 0,

Ly = Z Xi, 1 <n < m+ p, where X}, is the value of the ball chosen at

the k- th1 draw. The player observes the values of the balls and wants to
make two stops. The aim of player is to maximize the expected gain, the
gain is difference between maximum and minimum values of the trajectory
formed by {Z,}? (net gain problem).

This urn scheme could be considered as the buying-selling problem.
Here the value of the ball is change of the cost of an asset. The first stop
means the buying of an asset and the second stop is the selling of an asset.
In net gain problem the player wants to maximize the difference between
costs.

The urn schemes with one stop was considered by Shepp L. (1969) (net
gain problem), Tamaki M. (2001) (max-problem), Mazalov V.V., Tamaki
M. (2007) (duration problem).

The work is supported by Russian Foundation for Basic Research,
project 10-01-00089-a and by the Division of Mathematical Sciences.
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Abstract

The paper deals with model of information lobbying in social networks.
The social network is defined by the matrix that shows influences of net-
work’s agents to each over. All the agents have initial beliefs. Every step
each agent’s opinion influenced by all other agents. The final opinion of the
agents is the result of multistep interactions with the other agents. There
are players who are interested in certain final opinion. They can lobby
their positions at every step impacting the agents’ opinions. The players
pay for lobbying. The price depends on value of the player’s impact to
the agents. FEach player aims to maximize her own payoff that depends on
final opinion and price to pay.

Keywords: social network, information impact, lobby, game theory.

Consider a mathematical model of social networks introduced in [1]-
[4]. Let the social network built by n agents, each agent has an opinion
on certain question. The opinion of the i-th agent in the time ¢ is defined
by value xt € [0,1], i € N = {1,2,...,n}, t = 0,1,2,.... An information
impact of agent 7 to agent j is defined by value a;; > 0, 7,5 € N. The
impact matrix A =|| a;; ||nxn is non-negative and stochastic by rows:

!The work is supported by the Division of Mathematical Sciences (the program ”Mathematical and
algorithmic problems of new information systems”)
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V)

j
agent ¢ changes her opinion in view of opinions of the other agents:

a;j = 1. The agents have initial beliefs z° = (xo) - At each step the
=1

t_ t—1 PR i
T, = g aijr; ,ora =Axt=1,2,.,;i€N.
jEN

Interactions of the agents repeat until they have the common opinions:

= A(A(...A(A2°)...)) = A%2" where A% = lim (A)".

t—o00

It is known that the matrix A* has following form:

T T2 T3
oo
A® = 1 To T3 ,
T To T3
where

T = miay1 + Moz + T3a3,1

T = T1012 + 2022 + T3a32

T3 = T1a1,3 + M0 3 + 7T3a33

Suppose, there is a player (outside the network) who can lobby in the
social network. The lobbying impact u;; of the player at the step ¢ is the
affecting on the agent’s ¢ opinion:

ol =gt — ui—14, where u;; € [—1,1];i € N;t=0,1,2, ...

2 2

It is shown in [4] that the final opinion depends on sum value of the
impact not on it’s distribution in time, i.e.

Vm,r € N,V{ug, uq, ..., U}, where
Up = (U1, Uy ooy Up ), Uy < 00,0 € Nyt =0,1,....,m,

A((AGCA(T — wg) — up) — Up)...) = A(..A (A (A2 =) ut> )

t=0

\ .

-~

r

Also, all the impact at the specific time ¢t* should be concentrated on
the most valuable person k*, where

(t*, k") € arg e Wy, Wy, = Z (At)k:,i '
T 1eEN
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Consider the problem of 3 agents and K players. Let the player £ pays
C(u*) = u*(u*)T for the lobbying u*, k € K.

Using the previous formulas, the final opinion of the agents in the
social network has following form:

B = A~ (xOZuk>.

keK

Let the payoff function is Hy(u) = — (B® — bljz-m)2 — Ci(u), k € K.
The player aims to maximize her payoft.

Then the optimal control is following:

wo= 10 +mob+m3b§ bl =iy U
3 3 42 ’

WK = o m1 b4 mabd+msb§ bk, >0,
3. — 3 T2+2 :
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On the class of cycle-free directed graph games with transferable utility
solution concepts, called web values, are introduced axiomatically, each
one with respect to some specific choice of a management team of the
graph. We provide their explicit formula representation and simple recur-
sive algorithms to calculate them. Additionally the efficiency and stability
of web values are studied. Web values may be considered as natural ex-
tensions of the tree and sink values as has been defined correspondingly
for rooted and sink forest graph games. In case the management team
consists of all sources (sinks) in the graph a kind of tree (sink) value is
obtained. In general, at a web value each player receives the worth of this
player together with his subordinates minus the total worths of these sub-
ordinates. It implies that every coalition of players consisting of a player
with all his subordinates receives precisely its worth. We also define the
average web value as the average of web values over all management teams
in the graph. As application the water distribution problem of a river with
multiple sources, a delta and possibly islands is considered.

© A. B. Khmelnitskaya, D. Talman, 2012
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Moejip oleHKI KadecTBa B
IIPOU3BOJACTBEHHBIX CUCTEMaX C y4eTOM

KOpPYHIANn

C.A. Kopunenko, I'A. VroiabHunkmii

FO:xublit depepasibiblil yauBepcuTeT, Poctos-Ha-/lony, Poccus

PaccmoTpuM IpoM3BOJACTBEHHYIO CUCTEMY U areHTa, KOTOPBIH, yIpaB-
Jisisl TIapaMeTpaMy IIPOU3BOJICTBA, BbIOMPAET CTPATErnio, MaKCUMU3UPYIO-
IIy1o ero nNpuobLIb. [Ipon3BocTBEeHHAs crcTeMa, TTPEJICTaBIsIeT coboil jtepe-
Bo D=(X,U), opueHTHpOBaHHOE B HAIIPABJICHUI KOPHsI, X-MHOXKECTBO I1PO-
M3BOJICTBEHHBIX TIPOIECCOB (BepiinHbl), U-MHOXKECTBO TIOTOKOB MTPOJLYKITHN
MEK/Ty 9TUMU [potieccaMu (yru). ATeHT MOKeT H3MEHSTh TapaMeTPhl [TPo-
IIECCOB TaKUM 00pa30M, 4YTO IOTOK IPOJYKIIUHU, ONPEJIe/deMblil KaK COBO-
KYIIHOCTH 3aTpaT U IoKas3aTejeil KadecTBa, Ha BBIXOJE BCceil cucTeMbl Oy1eT
MeHsIThCst. [IycTh neneBast (pyHKIMS areHTa UMeeT CJIeIYIOMmNi BII;:

p(q) — r —— max (1)
(¢,r)€eS
q = (q1,q2, ..., @m) — BEKTOp NoKazareseii kauectsa, 0 < ¢; < 1,4 = 1..m

r — 3aTpaThl Ha IIPOU3BOJICTBO

p(q) — JIOXOJ OT peajim3aliui MPOLYKIMI C TIOKA3ATEe/ISIMU KadecTBa, §

S — MHOXKECTBO JIOIYCTUMBIX CTpaTeruil IpOM3BOJICTBA. KarKJIbIM 3J1e-
MEHTOM 9TOr0 MHOXKECTBA sIBJIsieTCs mapa (¢, 7), COOTBETCTBYIONAs TAKOM
CTpaTerny IIPOM3BOJICTBA, IIPU KOTOPOIl JIOCTUIaeTCsl BEKTOP IOKaszaTeJief
KadecTBa ¢ 1pu 3arparax r. Ilpm sToM S gBiseTcss MHOMKECTBOM, OITH-
MAaJIbHBIM 110 IlapeTo, B TOM CMBIC/Ie, YTO JIYUIIeMY 3HAYCHUIO ITOKA3ATEeIA
KauecTBa COOTBETCTBYIOT OOJIBINNE 3aTPATEL, TO €CTh JJId JI00O0I Iaphl cTpa-
Teruii:

(q1,71) € S, (q2,7m2) € S, (1 > q2) = (r1 > 12)

(© C.A. Kopunenko, I"'A. Vronpaumnkmii, 2012
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def | ,. .
(Ql > QQ) = Vi e {1,27 ,m} (QM > C]Qi)a dj - (Chj > Q2j)

[Ipobiiema HaXOXKIEHUSI MHOXKECTBa S sl JAHHON IIPOM3BOICTBEHHOIT
CeTH TIPeJICTAB/IeT OTIEIbHBIN HHTEpeC U uccieoBana B pabore [3]

Yc10BuEe TOMeOoCTas3a 03HadaeT, YTO HEKOTOPbIEe U3 CYIECTBEHHBIX MTOKAa-
3arejieil (DyHKIMOHMPOBAHUSI CHCTEMbI (B JAHHOM CJIydae — [IOKa3aTe Il Ka-
qecTBa) JOJKHBI IPUHIMATH 3HAUYEHUsT U3 38 JaHHBIX JHAa30H0B. YCIOBHE
JIOITYCKa 110 1I0Ka3aTe 0 1 3alliIlleM B CJIeyIONEeM BU/IE:

¢ > ai, a; € [0,1]. (2)

a; olpeJiesdeT MUHUMAJIBHO JOIYCTUMOE 3HAaYCHUE COOTBETCTBYIOIIErO
nokasaTtesid. Ecim ke Ha moKa3aTeb He HAJO0XKEHO HUKAKNIX OI'PaHUYeHMIT,
TO COOTBETCTBYIOIIECE a; MOKHO CUNTATHh PABHLIM HYJIIO.

[IepeitieM K IBYXYPOBHEBOI CUCTEME C ABYMS UTPOKAMI: areHTOM 1 KOH-
TPOJIJIEPOM, KOTOPLII CJAEIUT 38 BBLIIIOJIHEHIEM YCJIOBUIl TOMEOCTa3a, O/IHAKO
3a B3ATKY MOYKET OCJIabJIATh €ro.

[esieBasi (pyHKIMSA areHTa ¢ — IPUOBLIL, KOTOPas SIBJISETCS PA3HOCTHIO
MexK 1y (DyHKIME J0X0/1a 0T HOBBIX II0Ka3aTe el KauecTBa U CyMMOIT HOBBIX
3aTpaT Ha IIPOM3BOJICTBO, BBIILIAYEHHON B3SITKU U QyHKIHei mTpada 3a
n3Menenne crparernn. OHa IPUHIMAET BU/I:

¢(a,b,q,7) =p(q) —r —b—d(q,qr) > max (3)
b,(q,7)€S,qi>a(b)

i — HOMEP IIPOBEPSIEMOI0 KOHTPOJIEPOM TOKA3aTEe IsT

b — BeJImUunHA B3SITKH KOHTPOJIEPY

a(b) — HOBast TpaHUIIA JOMYCKA MO MOKA3ATETIO

q — HOBDBIIl BEKTOP IMOKa3aTe/eil KadeCTBa

7 — HOBBIE 3aTPaThl HA IIPOM3BOJICTBO

S — MHOYKECTBO JIOIYCTUMBIX CTpaTErwii

d — dyukmus mrpada 3a mepexo OT CTapoil cTpaTeruu, odecrednBaio-
Ieii mokKasaTe/m KauecTBa ¢r K HOBOI cTpaTeruu.

[eneBast pyHKIINST KOHTPOJIEPa TaKyKe COOTBETCTBYET ero npuobLim. M3
Hee MCKJ/IoYeHa (bUKCUpOBaHHAs 3apIliaTa U (DAKTUIECKH OHA COBIIAJIAET C
pasMepOM B3SITKH, BBIILIAINBAEMOI areHTOM.

q1(a,b) =0 —(—b? max (4)
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KonTpostep ynpasisier Boibopom a(b). Ha sty dyHKINIO HaK/Ia bIBAIOT-
Csl CJIEJIYIOTINE OTPAHIIEHUST:

a(0) = ap, qr < a(b) < ag (5)

PaccmaTpuBaemasi urpa siBIeTCs NEPAPXUIECKOl B TOM CMBICTE, 9TO
HEPBBIM X0/ JeJIaeT KOHTPOJIEP, COOOIAIONII (DYHKITNIO OTK/INKA Ha B3ST-
Ky, 3aT€M XOJI JIeJIaeT areHT, BhIOUpas CyMMY B3ATKHU W 3HAUCHUS yIIPABJIs-
eMbIX TTapaMeTpoB. EcTecTBEHHO, YTO KOHTPOJIED, Jiejiasd TEePBbI X0, 3a-
MHTEepeCcOBaH B MAKCUMU3AINN CBOETO TaPAHTUPOBAHHOTO BBIUTPHIIIA TTOCIE
BBIOOpA CTpaTErny BeJIOMbIM, OJIaroXKeIaTeJ/bHOCTh KOTOPOT'O CTOUT 10T BO-
ITPOCOM.

BrejieM pyHKITIIO

u(a) = (q'r)rggf);@(p(w —r —d(q,qr)) (6)

Torma 3aga1y (3-5) MOKHO 3aIIHCATH B CJIEAYIONIEM BH/IE:

g1(a,b) =0 —(b)—> max

g2(a,b) = u(a) — b ? max (7)
b>0, ¢ <a<ap, a(0) = ag

DTa Mojie/Ib cooTBeTCTBYeT urpe l'epmeiiepa ['2. B posn Bejyiero BbI-
CTyTaeT KOHTPOJIEP, B POJIN BEJIOMOTO — aredT. Mcrnonb3ys Teopemy [epmeii-
epa, HaXOUM perieHne 3Toil urpbl. OnTuMaibHasi CTPATers BeJLyIIero:

_ Jar b=ulgr) —u(ap) —¢ g
o = { @ b=ular) ~ulao) - ®)
agp b <u(qr) —ulap) — ¢

Permmennenm urper 6yjier napa (ae(b), u(qr) —u(ag)), a 3HAYEHU EIEBBIX
dyHKIM 1pu 3TOM OYIyT PaBHBI:

gi = ulgr) — u(ap) — € , € > 0 CKOJIb yrOJIHO MAJIO (9)
g3 = ul(ag) + €
Tenepb paccMOTPUM TPEXYPOBHEBYIO HEPAPXNYECCKYIO CUCTEMY, B KOTO-

PYIO BKJIIOUAETCs TaKyKe IEeHTP, KOTOPbIiT Ha3zHavdaeT PyHKINH MTpada, Kak
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3a Jlady, TaK U 3a [oJlydenue B3aTKu. Llenesbie GyHKINN yIaCTHUKOB OIIPe-
JIeJTUM CJIeJTyTOIM 00pa3oM (gg - nesieBast (DyHKINS TEHTPA.):

go(a,b,c) =c+ z(a) — li(a,b,c) — l3(a,b,c) — min
gi1(a,b) =b—1(a,b,c) W max . (10)
ga(a, b) = u(a) — b) — ly(a, b, c) —> max

¢ — 3aTpaTbl HEHTPa Ha AHTUKOPPYIIMOHHBIC MEPhI
z(a) — yOBITKH IIeHTpa OT HapYIIeHUs yCJIOBUs ToMeoctasa, z(ag) = 0;
l1(a, b, c) — mrpad, HAKIAIBIBAEMBIil HA KOHTPOJIEDA,
ls(a, b, ¢) — mrpad, HAK/IA/IBIBAEMbIil HA areHTa
li(ao, O, C) = l,-(a, b, 0) = 0, 1= 1, 2.
1, [5— dyuKIm, nokaspIBaloIne, Kakas 9acTb mTpada nMeeT SKOHOMNI-
YECKYIO BBITOJLY JJIsl HEHTPA.
Paccemorpum ciepytonuit B GyHKIU mTpada

li(a,b,c) = p(a,c)si(a,b), i € {1,2}. (11)

31ech p(a, c) — BeposgTHOCTD 0OHAPYKeHus hakTa Koppyni, s;(a,b) —
BesmanHa mrpada, s;(ag,0) =0, p(a,0) = 0.

B uceiejoBanbl pasianyHble IIpUMephbl TUX (DYHKIMI, B TOM 9HCIIe
Ha ocHOBaHMUM (PyHKINIT mTpada, onucaHubiX B cT. 290, 291 YK P®. O naum
13 PE3YJILTATOB SABJIACTCH TOT PaKT, 9TO B JAHHON MOJIEJN IIPU HEKOTOPBIX
3HAYCHNSX MApAMETPOB IICHTP SKOHOMUYECKN He 3alHTePecoBaH B IOJIHO
nobe/ie HaJl KOPPYIIHeil, TOCKOJILKY OHa BJIedeT yBeJIMUeHne 3aTpaT Ha 00-
HapyzKeHIe HApYIIeHU{l 1 OTCyTCTBHIE ITPadOB.
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A generalization of the game-theoretical model of tax control adjusted
for possible corruption and inspectors’ mistake is considered.

In the basis of this model there is a hierarchical game, constructed in
[5]. The mentioned game has a three-level structure: at the highest level
of the hierarchy is the administration of the tax authority, in the middle
is an inspector, subordinated to the tax administration, who may turn
out a bribetaker or make ineffective tax audit, and at the lowest level
are n taxpayers. As in [1-7], it is supposed, that an interaction between
risk-neutral players of different levels of a hierarchy corresponds to scheme
“principal-to-agent” .

The model is studied for the case when the penalty is proportional to
the level of evasion, i.e., when the evasion is revealed, the k-th taxpayer
must pay (t+m)(ix—7y), where i and ry are his true and declared incomes,
k =1,n,t and 7 are the tax and the penalty rates correspondingly.

The tax authority sends an inspector for the tax audit with the prob-
ability pg, which costs ¢,. For the bribe b, audit inspector can agree not
to inform his administration about the evasion revealed. With the proba-
bility p; the tax administration makes re-auditing of the taxpayer, which
costs ¢;. Both of the audits are supposed to be effective. If a result of
re-auditing is the revelation of the tax evasion concealed by the inspector,
the taxpayer must pay (¢t + 7)(ix — ri) (as earlier) and the inspector must
pay a fine F' = f- (i —r)), where f is an inspecor’s penalty coefficient. As
in [4], it is supposed, that the fact of corruption is very difficult to reveal
and an inspector is punished only for negligent audit.

(© S. Kumacheva, 2012
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For search of optimal strategies the condition of the evasion of the k-th
taxpayer
pk(t + W)(Zk — Tk) < t(ik — Tk) (1)

and the existence condition of mutually beneficial bribe

ﬁkf(ik—Tk) <bk < (1—ﬁk)(t+ﬂ)(ik—7“k> (2)

were obtained.

While analyzing (1) and (2), different situations, combining the facts of
tax evasions and corruption or their absence (compliance or non-compliance
with (1) and (2)) are considered.

In the case of ineffective auditing it is assumed that the tax inspector
can mistake and miss an existing evasion with the probability p. The
variable p can be considered as a part of negligent inspectors of their total
number. As in previous case, the tax administration makes re-auditing
with probability py, which depends on p. The negligent inspector pays a
fine F' and the tax evader pays penalty.

For every case of tax control the players’ profit functions and optimal
strategies are found.
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Abstract

The growth of the public computational clouds picks up speed recently.
The operators provides new services and schemes to sell the capacity. While
the market is still in a forming state, it can be already foreseen that the
future market will have some equilibrium form, where all public cloud
operators provide a service with given QoS/money, while private cloud
operators select how many of the resources they should support locally,
how many and from whom should they buy from the public infrastructure.

The future Internet is not possible without the cloud computational
services. This computational factories provide economic benefits both
for the clients and for the operators. One side sells the computational
resources, while another consumes them. While currently the price for the
quality of services (QoS) is selected individually by the cloud providers,
it is reasonable to assume that the price will be formed by the market.

Here we assume that the customers are also private clouds, which
means that the customers have a possibility to run own private servers
to do the same task, they want to be performed on the public clouds.
Though, the customers cannot predict exactly how many of the resources
they will need each moment of time. As maintaining own service which
is able to serve any pick in demand is rather expensive for the customers,
at some moment of time they prefer to buy/rent the resources from the
public clouds.

On the other hand, the public providers do not provide they same
resource for sell, the public clouds may even be in different states: some

(© A. Lukyanenko, 2012
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of them overloaded with the requests, some of them remain idle for short
period of time. Thus, the QoS and price of comparable resources may
vary a lot depending on the public providers. The whole said, form an
economic reason for selecting one provider over another or switching from
one provider to another.

This work is dedicated to construction of model of aforementioned
ecosystem of the cloud providers, the private clouds (customers) and even
a third entity — brokers — agents, who may be in-between the former two
entities.
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Pabota mocssmiena MOCTPOEHWIO U M3YUEHUIO MOJIETN TpUpaIieHus -
HOBAIMOHHBIX 3HAHUN B KOHTEKCTE BJIUIHUS Ha JTOJTOCPOUHBIN SKOHOMUIIE-
ckuit poct. B oTstmvune oT APYrux IMOJIXOJI0B K MOJIEJTMPOBAHIIO NHHOBAIIU-
oHHOTO pocta [5, 6, 9, 7, 10], yuuTbiBaeTCcst HECOBIAIEHIE HHTEPECOB UCCIe-
JloBaTesieit n rocyJapcTBa, PeryJanpyomiero NHHOBAITMOHHBIN CEKTOP.

Crenys |2, 3, 8], paccMaTpuBaercs iUHAMIYECKAsT KOHETHASI UTPA C T10JI-
HOIT mHMOPMAIIUEil, T/ie UTPOKAME ABJISIIOTCs TOCYAaPCTBO W UCCJIEI0BATEIH.
[ocymapcTBo jiestaeT XoJI TEPBBIM, OIPEJIe)idsd CTUMYJINPYIONINE TOJTUTHKI
10 OTHOIIEHNIO K OTJEJbHBIM HayYHBIM HAIPaBJIEHUAM B COOTBETCTBUU CO
cBouMU npuopureramu. [locsie Toro, Kak BTOpOil UI'POK — HMCCJIEI0BATEIH —
c/iesas CBOit Xoj1 (Ompe/IesTil TPAeKTOPHN HAYIHBIX Pa3pabOTOK), UTPOKH
MOJTy9aIOT CBOU BBIUTPBLININA B COOTBETCTBUM C PEAJTU30BABIIENCS CUTYaAIU-
eit. Vlexojtable HayuHble ujien (IIPOEKThI, Pa3pabOTKU, TeMbI) MOJIEIUPYOTCs
KaK BepIINHbI OPUEHTUPOBAHHOI'O, BIIOJIHE B3BelleHHOro rpada. Beca coor-
BETCTBYIOIIEN JIyT' COOTBETCTBYIOT IOJIE3HOCTIM, KOTOPbIE UCC/IE0BATEb
1 TOCYJIAPCTBO OYKUJIAIOT MOy YUTh IIPU TaKoM o0bennennn uieii. [1oj 00b-
eJMHEHNEM WUJIell TIOHUMAaeTCsl 1epexo/l 1o JIyre W3 OJIHON BepIIUHbI rpada
B Ipyryio. PaccmarpuBaioTcd BO3MOXKHBIE BapHaHThI MOBEICHUS UT'POKOB:
HeJIaIbHOBUIHOE TIOBE/IEHIE, KOT/Ia UT'POK ONTUMHU3UPYET T0JE3HOCTH TOJIhb-
KO Ha JaHHOM IIare, He 3a00TICh O TOM, UTOOBI JOJITOCPOIHAS MOJIE3HOCTH
ObLiIa MaKCUMaJIbHOI; JTa/IbHOBUIHOE TIOBEJICHUE, KOTIa UIPOK OITUMMI3UPY-
eT 110JIE3HOCTD Ha BCEM IIYyTU 3a/JaHHOI0 NOPU30HTA; ITOBEJIeHIE, KOTJIa UT'POK

(© B.J. Matseernko, O.A. Hes, 2012
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CYILIECTBEHHO pa3/invaeT Ha JaHHOM Iare OxKujgaeMble II0JIE3HOCTU IIePeXo-
Ja U3 TEKYIeil BepIInHbI.

Jist m3ydenust MoJie/in MCHOJIB30BAIICH METOJbI JIMHAMIYECKOIO IIPO-
rpaAMMUPOBAHUS U METO/IbI HJIEMIIOTEHTHO! (TPOMUIeCKOil ) MaTeMaTuKu (CM.,
warnpumep, |1, 4]). ChopmyaupoBatbl 1 JIOKa3aHbI TEOPEMbBI O PA3JINIHBIX
TUIAX [OBEJICHIA UCCIeoBaTeell, a TaKKe ITOJIyYeHbl YNCICHHbIC Pe3yJ/lb-
TaThl (MOJATBEPIKIAOIINE TEOPETHIECKIE) ¢ TOMOIIBIO TIPOIPAMMHOIT peaJin-
3alUK IOCTPOEHHOI Mojiesin. B acrnocrn, goka3aHno, 4To JeiicTBUs nCcIe-
JIoBaTeNId OJIHN 1 T€ ¥Ke, eCJIU OH:

1. CoBcem OJTMBOPYKMUiL, T.€. HCIOIB3YeT HEJATLHOBUIHYIO CTPATErNIO.

2. Ucrnonb3yeT JaabHOBUIHYIO CTPATEIUIO, HO € JIOCTATOYHO MaJIbIM KO-
P PUIMEHTOM TUCKOHTUPOBAHMSI.

3. Ucnonb3yeT cTpaTernio ¢ CUJILHO Pa3/JINnIalonIuMUCA TPeoITeHn -
MH.

[Tonydena dnciieHHasi OIleHKa TOI'0, HACKOJIHKO MaJIbIM JIOJI?KEH ObITh KO-
5P OUINEHT TUCKOHTUPOBAHUSA JAJIbHOBUIHOIO MUCC/IeI0BaTe s, YTOObI Ta-
K1e pe3yJibTaThl COXpaHsinch. HaiigeHs! ycioBusi, Ipu KOTOPBIX pa3InIHbIe
NCCJIeIOBATEIN, UCIIOIb3YIONINEe HelaIbHOBUHBIE CTpaTerun, OYIyT BbIOU-
paTh OJHKU U Te Ke IIYTU IIepexoja U3 OJHOI BepIIMHbI B APYIYIO.

B kadecTBe mpuMepa Ha peabHBIX JaHHbIX PACCMOTpeHa JTNHAMUKA, Ta-
Kot 06/1acTH 3HAHUI KaK WjeMIoTeHTas (Tpornudeckas) MaremMaruka. Coop
nHQOPMAIN OCHOBAH Ha METOJINKE, MO3BOJIAIONIEN Hanbosee ajJeKBATHO
0TOOPA3UTh B3aMMOCBSA3b PA3JIMUHBIX IOJICEKTOPOB U3ydaeMoil objacTu, a
UMEHHO: UCIOJIb30BaHNe IUTHPOBaHUS B paboTax 1 UCCIeTOBAHUSX, TOCBSI-
IMIEHHBIX BbIOpaHHoil Temaruke. Ha ocHoBe cOOpaHHBIX JIAHHBIX MOCTPOEHA
MaTeMaTHIecKas MOJIe/Th, OTpazKarollas JaHHyIo 00J1acTh 3HAHWI, ee 10100~
nactu (nojcekropa) (Teopust onrumusanum (BK/IIOUAsT HIEMITOTEHTHBII aHa~
m3), dnaamudeckue croxacrudeckue cucrembl, JInneitnas airedpa, ['padbt
n cetn, Maremarndeckas S5KOHOMUKA) U B3AUMOCBSI3M MKy HUME (CHIY
B3aMMOCBSI3H YCJIOBHO CIUTAEM IPOIOPIMOHATBHON TUTHPYEMOCTH ).

MO,HC.HB IIOKa3bIBaCT, KaK1M o6pa30M 6y,H€T BeCcTu cedsd ncciie10BaTe/1b
JJIA IIOJIyIeHn A MaKCUMaJIbHO IIO0JIE3HOCTHU, HaXOAsCh B HavYaJIbHbIA MOMEHT
B KazKJIOM 13 IIOACEKTOPOB COOTBETCTBEHHO.
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Currently there exist a variety of scheduling algorithms that are aimed
to optimize utilization of computational resources by different criteria.
Backfilling is a popular scheduling optimization technique that allows
short jobs to run without waiting for their turn in the main queue provided
that they do not delay other jobs. Such technique requires information
about job runtimes which is often inexact. A possible alternation of the
basic backfilling algorithm may be used when exact information is un-
available. Backfilling should be applied only if it does not delay the first
queued job with high enough probability, or if error probability is low
enough.

In this work we present a mathematical model of the problem and pro-
vide a closed-form expression for the error probability under condition of
exponential distributions of the corresponding random variables. We de-
scribe the results of experiments on the simulation model of the computing
cluster and make conclusions about the influence that job flow character-
istics do have on efficiency of the algorithm. The resulting algorithm has
been proved to increase efficiency of the basic scheduling algorithms

(© N. N. Nikitina, 2012
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The presented research covers a problem of some limited resource shar-
ing between participants of negotiations. Players conclude an agreement
on sharing of this resource, which is called a cake, by voting. The consid-
ered negotiation scheme is based on research of consecutive negotiations
process with discrete time. Proposals are distributed under the law of
Dirichlet with fixed parameters. At each stage of negotiations some cake
division is offered to players, and each of players is informed only on a
size of his piece, that is a payoff. The decision about acceptance of such
division is made by a majority rule, considering the views of each partic-
ipant of negotiations. In case of a negative decision there is discounting,
and game moves to the following stage. In the given model recurrence
relations for an evaluation of payoffs, which each player aspires maximize
for itself, are received and the Nash equilibrium in a class of threshold
strategy is found.
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TpagunnoHHO B KJIACCHIECKIX TEOPETUKO-UTPOBBIX MoJe X [11] u/wmmu
B MOJIEJIAX TIPUHSITHS KOJUIEKTUBHBIX PelieHnii (IpymimoBoro, KOJIJIeKTHBHO-
ro noeejierust |1, 8|) mcrosb3yercst OIHO U3 JBYX HPEJIOJIOKEHUiT 06 «UH-
TeJLIEKTYAJIbHOCTY areHToB. JInbo cuuraercs, 4To areHThbl «OECKOHEYHO
MHTELIEKTYAJIbHBI», TO €CTh BCs CYIIECTBeHHAst NHQOPMAIS 1 PUHIUIILI
IPUHATHS IPYTUMU areHTaMU PeIleHnil BCeM MM M3BECTHDI, BCEM U3BECTHO,
4TO BCEM 9TO M3BECTHO U T. JI. JI0 GECKOHEUHOCTH (Tak Ha3biBaeMas KOHIIEII-
nust ob1iero 3Hauust). JInbo mpejnosaraeTcst, 9To areHThl «[IPUMUTHBHBI»
— KaxKJIbIil are’HT B paMKax cBoeil HHPOPMUPOBAHHOCTU CJICyeT HEKOTOPOI
IpOLEAYype HPUHIATUS UHANBUAYAILHBIX PEIICHUHA 1 MOUTH «HE 3a/1yMblBa-
eTcst» HaJl TeM, 9TO 3HAIOT U KaK BeIyT cebst ocTajbHbie areHTbl. lepBbiii
IOJIXOJ] SIBJISIETCA KAHOHUYECKUM JJIsi TEOPUH UI'P, BTOPOH — JJIst MOJE/Iei
KOJUICKTHBHOTO TtoBesienust (cM. 0630p [5]). Ho Mex iy nByms sTumm «kpaii-
HOCTSIMU» CYIIECTBYET JOCTATOUHO GOJIBINOE pa3sHooOpasne BOZMOKHDBIX CH-
tyaruit. Hanpumep, areHTbl MOIYT OCyIIeCTBIATh pediiekcuto [7].

Haunnast ¢ MOMEHTa 3apOrKJIeHIsT 1 HHTEHCUBHOIO Pa3BUTHsI HCKYCCTBEH-
HOTO UHTEJLJIEKTa, CUNTACTCS, YTO YBEIUUCHIE KOTHUTUBHDIX, BbIUNCIUTE b-
HBIX U JIDYIUX PECYPCOB KUOEPHETUIECKUX CHCTEM PACIINPSET UX BO3MOK-
HOCTH U HOBBLINAET 3()(DEKTUBHOCTE PELICHUsT MU TeX 34144, JIJIs KOTOPLIX
OHU CO3J1al0TCsA. Bojiee TOro, Mexojst U3 BBIMIECKA3AHHOTO, TI0J MHTEJIJIEK-
Tyajusanueil («yBeJnueHneM UHTEIEKTYAIbHOCTH ) MYJIbTHATEHTHBIX CH-
crem (MAC) MOXKHO, TOMUMO TPUPAIIEHUST IEPEYNCIEHHBIX BIJIOB PECYp-
COB, YCJIOBHO IMOHUMAThL HaJleJIeHNe ePBbIX TaKUMH CBOHCTBAMU, KaK CIIO-
COOHOCTbD K:

(© . A. Hosukos, 2012
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- aJIalTallIN;
- IIPOrHO3MPOBAHNIO M3MEHEHNsI COCTOSHIIT OKPYZKaoIeil CpeJibl 1 ITOBe/Ie-
HUsI APYTUX areHTOB;

- JIAJBHOBUIHOCTH (ydeTy OyyInX MOC/IeICTBIil MTPIUHIMAEMBIX PEIeHNi );
- He TOJIBLKO Ie/IeHAIIPABJIEHHOMY IIOBEJIEHNIO, HO U CAMOCTOSITE/IbHOMY I1e-
JIETIOJIAraHIIO;

- pedpiiekcuu;

- KOOIIEPATUBHOMY U /HJIN KOHKYPEHTHOMY B3aNMO/IeiCTBIIO

u T.;1. 'To ecTh, UMeeT MecTO TeHJIEHINA K MaKCHMAJIbLHON MHTEJLIeKTYa M-
3all B paMKax NMEIOIINXCS PECYPCOB — MacCO-rabapuTHBIX, CTOUMOCTHBIX,
bYHKITMOHATBHBIX (HATpUMeD, TpeboBaHne (BDYyHKIIMOHUPOBAHUS B PEIKIME
PeaJIbHOrO BPEMEHH) U JIPYTUX OrPaHUIEHUI].

OJIHAKO CYIIECTBYET Psijl IPUMEDPOB, CBUIETENLCTBYIOIIUX O TOM, YTO HE
BCErJa, POCT «MHTEJLIEKTYAJILHOCTU» IIPUBOAUT K HOBBIIIECHHIO 3D (DEKTHE-
nocru ¢yuxiuonnposanns MAC. B nok/iae paccMaTpuBaeTces psl IpuMe-
POB, B KOTOPBIX:

- YBEJIMUEHNE PAHIOB CTPATErMUYECKO pedJIeKCun areHToB IPUBOIUT K UX
«IIPOUTPBIILY» MeHee HHTeJIJIeKTYaJ bHbIM areHTaM |2, 3, 7|;

- yBesmmdeHnne panros MHAGOPMAINOHHON pedJIeKCnn areHToB IPUBOIUT K
xaorusaiuu nosejenns MAC (6],

- HaJIEJICHNE areHTOB CIOCOOHOCTBIO K aJAlTAIlMi HE M3MEHSIET HOBEICHMUST
MAC [4];

- yBeJIMYeHe JaJbHOBUIHOCTH areHTOB MPUBOJNUT K CHUZKEHUIO 3 DeKTHB-
HOCTH UX (PYHKIMOHUPOBAHUS U JIP.

Hanpumep, npumeHuTebHO K pedIeKCUE OKa3bIBAETCsI, YTO CYIIECTBYET
(JU1st Kazk 101 3aj1a41 B OOIIEM CjIydae CBOii) Tak Ha3bIBaeMbIil MaKCHMaJlb-
HBII 1es1eco00pasublii panr pedJieKcun — Takoii, yBeJndeHne KOToporo He
JIAeT areHTy HIKAKOro «BBIUTPBIITay |3, 7|. [loaroMy MOXKHO MTpe/IoI0KHuTh,
9TO MHTE/LICKTYAJIN3alusl JOJKHA ObITh He MaKCHUMAJILHON, a paloHalb-
HOIi, TO €CTh aJeKBATHOII TeM 3ajadaM U CUTYalsaAM, KOTOPBLIC PelIaoT 1
B KOTOPBLIX (DYHKIMOHUPYIOT areHThbl. YHUBEPCAJLHLIX PEIENTOB Ha, Cero-
JHAITHAR JI€Hb, K COYKAJIEHIIO, He U3BECTHO — B KAKJIOM KOHKPETHOM CJIydae
IPUXOUTCA CTPOUTH U UCCJIEI0BATH COOTBETCTBYIONYIO aHAJIUTUIECKYO (B
JIydIIeM CJTydae) WM UMUTAIHOHHYIO (B XyJIIIeM CIydae) MOJeTh KOJLIeK-
TUBHOTO TTOBEJICHMS.

Ha ceropngammmuii jenb HaOJIIOAAIOTCS JIBE «IapaJiiejbHble» HO HECOB-
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natatorue Terernnn. C ognoit croporbl, MAC [12] «aBuxyTcs» B CTOPO-
HY YCJIOXKHEHUsI aJrOPUTMOB B3anMMOJIECTBUsI alreHTOB He TOJIBKO 3a CYeT
pelIeHns UME 3aJa9 PACIPEIe/JeHHON ONTUMU3AIME, HO W HaJIeIeHUsd UX
COOCTBEHHBIMU TEJISIMI 1 CTPATEIMIECKIM TOBejieHneM (00ydeHue, ajiamTa-
nust, pediiekcnst 1 T.11.). To ectb, MAC cTpeMsaATCsi HCIIOIB30BATD TOJIXO0/[bI
u anmnapar Teopun urp. C Apyroii cropoHbl B TEOPUN UT'D HABJIIOIAETC TEH-
JICHIIUS K <«JCHeHTPAJIN3AINN» — JEKMOIO3UINY B3AaUMOJIEICTBIS NI'POKOB,
HCCJIEIOBAHIIO BO3MOXKHOCTEH pacipeie/ieHHON peajn3alil TeX WIN WHBIX
perernii (He caydaitHo 3a mocseHee mecsaTuierne chopMUPOBAIACH «BbI-
qucsiuTebHast Teopust urpy [10], «amropurmuyaeckast Teopust urps [9]). Ho,
K coxkajennto, aprkenne MAC 1 Teopun Urp «HaBCTPEUY» MPOUCXOIUT 11O
apaJiie/IbHbIM IIyTSIM — KarKjioe HaydHOoe HallpaBJIeHue Pa3BUBaeTCs He3a-
BUCHUMO, U CCBLIKHM Ha B3aUMHBIE PE3YJIbTaThl OYEHb PEJIKIL.

CoBpeMeHHbIl yPOBEeHb NCCIe0BaHII aHAINTUIECKUX MOJIe/Ieil ToBe/ie-
HUST TPYIIIbI B3aUMOJEHCTBYIOIIUX MHTE/JIEKTYaJIbHBIX areHTOB (TeXHIYe-
CKUX WU IPOIPAMMHBIX) TAKOB, UTO MIOKa He CYIECTBYET YHUBEPCATHLHOTO
«ammapara» UxX ONUCAHUS U UCCIEIOBAHUS — BCE YCIIEXH OrPAHUIeHbl Ha0O-
POM YACTHBIX U JOCTATOYHO MPOCTHIX MOje/el. BuisiTes 1Ba HalpaBIeHs
BO3MOXKHBIX OyJIyIIUX HPOPLIBOB. IlepBoe — 3KcIepuMeHTaIbLHbIE UCCIIeI0-
BaHUs TIPUHATHS JIIOJALMU PEIIeHII 1 OUCK OBIINX 3aKOHOMEPHOCTEIl Ha, OC-
HOBE aHAJII3a PE3YJIbTATOB IKCIEPUMEHTOB (C MOCIEYIONIM TePEHOCOM Ha,
IPYIIIbI KCKYCCTBEHHBIX areHToB). Bropoe Hampasienne (TeopeTnieckoe) —
paspaboTKa SI3bIKa OMUCAHUST MOJIeJIell, TO3BOJIAIOIIEro JOCTATOUHO TPOCTO
1 eJIMHO0OPA3HO CTABUTDL ¥ PellaTh Pas/JniHble 33189l IPYIIIOBOIO yIIPaB-
JIEHUST UTPOBBIM B3aUMOJIECTBIEM HHTE/JIEKTyaIbHBIX areHTOB.
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Theoretical game methods are often used in the modeling of joint
behavior of telecommunication devices in wireless network data trans-
mission. Devices in wireless networks affect each other and can conflict.
Arising conflicts can be described as games.

We consider several types of simple interactions between devices in
wireless networks in static form and then extend these models to the
dynamic case. So, we consider repeated games arising in the data trans-
mission modeling.

The first game is the so-called Forwarder’s Dilemma (Prisoner’s
Dilemma) in which two devices (players) want their packets to be sent
to destinations 1 and 2 respectively. It is assumed that communication
between a player and his destination is possible only through the other
player. The game is symmetric. A player receives a payoff of 1 minus
the transportation cost if he forwards the packet of the other player. The
dilemma is that the player receives more if he does not forward the other
player’s packet and at the same time the other player forwards the first
player’s packet. But if both players decide not to forward packets of each
other, they receive less than they could if they forward packets of each
other.

The second game which can arise in wireless data transmission process
is called Joint Packet Forwarding Game. Here a source wants a packet to
be sent to the destination but it is possible only if two devices (players)

(© E.M. Parilina, 2012
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forward the packet. If they forward, then each of them receives payoff of
1 minus transportation cost.

The third scenario supposes that there are two devices (players) who
want to access the same communication channel to send their packets to
their receivers. Then the channel can send the received packet to the
destination. The problem is that the channel can accept only one packet
at each time slot. So, the transmission is possible if one player sends
a packet and the other one waits at this time slot. This scenario can be
modeled as a game which is called Multiple Access Game. There are other
types of scenarios of telecommunication device interactions. Some of them
model the antagonistic players’ interests (or attacks) in data transmission.

We consider the dynamic scheme of these games. The dynamics means
the repetition of one of the games mentioned above. Non-cooperative
and cooperative strategies are found for these games. Some numerical
examples illustrate the results of the work.
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Knaccnaeckast Mojiesb gyonoann XOoTe I INHTa ONICHIBAET KOHKYPEHTHOE
MOBeJIeHNe YIaCTHUKOB PhIHKA — ITPOJIABIIOB OJHOr0 ToBapa. Pabora Xore/-
JIMHTA TOCIYZKUJIa HAYaJIOM JIJIg [1EeJI0r0 PAIa UCCIICIOBAHNN, TOCBATIICHHBIX
aHaJIM3y KOHKYPEHTHOI'O [MOBEJICHUS B YCJAOBUAX, KOT/Aa Ha BEJIMYNHY 1IOTPe-
OUTETLCKOTO CIIPOCa BJINSET IeHa TOBapa W TPAHCIOPTHBIE N3JIEPAKKH.

B nannoit paboTre paccMaTpuBaeTcs PHIHOK JIBYX TOBAPOB Ha IJIOCKOCTH.
Cripoc 3aBUCHUT OT IEHbI U KBaJIPATUIHBIX TPAHCIOPTHBIX 3aTpaT MOTpedu-
Tesd. KaxKapril moKymaTe/ b 3alHTEPecOBal B TPUOOPETEHNH ABYX Pa3/INd-
HBIX TOBapoB. VccienyeTcs KOHKYpPEHTHOE MTOBE/IEHNE UTPOKOB, TTPOTAIOIITINX
TOBap OJIHOTO Bujla. Ha phiHKe TakykKe NMPUCYTCTBYET MPOaBel] BTOPOTO TO-
Bapa.

Haiiennl ycaoBus, KOTOPBIM y/I0BJIETBOPSET paBHOBecue 110 Hamny B 3a-
Jlade 0 pa3MeleHun IIPH IJIOTHOCTH OTpeduTe e, 3a/1aHHOil TPON3BOJILHOI
dynxnmeit. [Ipn pazauanbIx 3a/1aHHBIX BUIaX (QYHKINNA JIOTHOCTH Haijie-
HbI PaBHOBECHbLIC MECTOIIOJIOZKEHNU U IIeHbI, & TaKzKe 3HAYCHUs JJId BBIUI-
pBIIIel UI'POKOB.
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An n-person finite multistage stochastic network game is considered.
Coordination of players is defined in terms of networks, in which players
are identified as nodes, and mutual agreements represent links. Network
formation mechanism is proposed.

Let N = {1,...,n} be a finite set of players, and ¢ be a network
consisting from n nodes, and connecting players from the set N. By ¢
we denote a set of all possible networks.

An n-person stage game is denoted by
G = (N, {N;}tien,{Gi}ien,{uitien), and a set of all such games is de-
noted by I'. Players ¢+ € N form a network in this stage game, and a set
N; consists of players to whom ¢ may offer a link. Let ¢; = (g1, -- -, gin)
be a strategy of i« € N. Here

|1, iff ¢ wants to form a mutual link with j7 € N; \ ¢,
9ij = { 0, otherwise or if j = i.
A set of all strategies of 7 in stage game G is denoted by G;. Suppose that
link (4, 7) is formed by mutual agreement of both players i and j (when

9ij = gji = 1).

© A. A. Sedakov, L. A. Petrosyan, 2012



Cooperation in Stochastic Network Games 57

In stage game G players ¢ € N simultaneously choose their strategies
g; € G, then a network g is formed, and players payoffs in stage game G
are defined as u; : ¢¥ — R, i € N, where

wig)= S filig).

JENN\i:(i,5)€g

Here f;(i,j) represents utility of player i from link (i,j) € g. After that
the game process moves to the next stage game in accordance with an a
priori given transition probabilities, i. e. stage game G moves to another
stage game ®(g) € ' subject to a probability distribution {p(g) : p(g) >

O,Zq,(g)erp(g) = 1}, where ¢ is the network which is realized in stage
game G, and a single-valued mapping ® : ¢V — I is given. After a finite
number of stages, the game process stops.

Let a sequence of networks {g} in stage games {G} € I' be realized
which we call game trajectory. Players (expected) payoffs E;(g) along this
trajectory are defined by the following recurrent equality:

Ei(g) =uilg)+ Y p(9Ei(d), i€N,
D(g)el

where ¢ is the network which is realized in stage game G € {G}, and ¢
is the network which is realized in stage game ®(g) € T.

A method of finding an optimal and time-consistent solution in the
multistage stochastic network game is proposed. Results are illustrated
by example.
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We consider the cases of different policies of customer order fulfillment
schemes in company which provide some kind service for customers. The
game-theoretic model of choosing order service is constructed.

We consider company which services to build customer orders and
provides various ways to make orders. Customers, in turn, refer to the
company for the service, while trying to minimize the total cost of imple-
menting the order. Each ordering device has its own scheme of service:
the first device serves all customers in a queue and takes a fixed cost for
customer order fulfillment, the second device serves all clients at ones but
it takes a fixed cost for customer order fulfillment and also a cost for unit
service time and the third device serves all customers in a queue and takes
only cost for unit service time.

Except cost of order fulfillment customers also bear costs for waiting
time as a costs for missed opportunities and penalty for late. We assume
that after a certain amount of time 7' customers pay heavy fine R for
having to delay. Customers choose the ordering scheme in company trying
to minimize its operational costs.

The model of n-person game with perfect information is suggested.

Define  the  non-antagonistic = game in  normal  form:

I' =< N, {p/}ien, {H:}ien >, where

(© A. Sergeeva, 2012
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N ={1,...,n} - set of players
{pZ }zeN - set of strategies, pZ e 0,1], j =1,2,3,
{H;}ien - set of payoff functions.

H; = —(pﬁl)Qu + (1 — ( —pZ )Q +pl Q:sz) =
= —(pz(-l)(le Q2i) +pz (Qsz Q2i) + Q2),
(3)

is the probability of player ¢ choose service scheme 1, p;

is the probability of player ¢ choose service scheme 3, pgz) =1- pgl) — pl(»?’)

- is the probability of player ¢ choose service scheme 2.

Let ¢;j; - fixed cost of customer order fulfillment and ¢ - cost of - unit
service time, Tz(j Y time of waiting service, 7'( 72 _ time of service for the
device j, 7 = 1,2,3 and player ¢, ¢ = 1,...,n. For the first and second

devices we have 7'.(1> = TZ.(H) + 7'}12) and Ti(?’) — 7'531) + 7‘532)
(22)

1
but for the second device 7,

where pgl)

respectively,

= 0 because we don’t have a queue in the
second device, so we have TZ.(2) = Ti(22). Duration of the customer service
by the device 1 , 2 and 3 are independent random variables with densities

functions:

1 _L
filt) = —e i, t>0,

H1

1 _ L
fa(t)zu—e p ot >0,

2

1 _L
falty = —e ', 150

3

Also define customer specific loss of waiting service r; for player ¢ and
indicator
1, if tgj <Tj,
(

I{tY, 1} =
o i {O, 1ft])<TJ,

which define the time when customer begin to loose an amount R; by
waiting service, i = 1,...,n j = 1,2,3. (For some period of time customer
prefer to wait the service and after this it begin to loose.)

Q1i, Q2, Q3; - player ¢ expected loss for 1'st, 2'nd and 3'rd service

scheme respectively where (Q1; = E(Qu), Q9 = E(Qgi), Q3 = E(QN&) So



The problem of big delay service 61

we can define
Qu = E(Qu) = E(Ti(TZ-(H) + Ti(12)) + Rl]{tz('l)a T} + ),

Qo = B(Qu) = B((r; + &:2)7™ + RoT {t? Ty} + cn),
Qsi = E(Qm) = E((ri + 032)7}'(32) + R3I{t§3>a Ts}),i=1,...,n.

We consider the casualty functions below: h; = —H;, i =1,...,n.

Customers choose order fulfillment schemes trying to minimize ex-
pected losses. So to find the optimal behavior of customers we should
find mean value of Qj,i=1,...,nj=1,2,3.

The equilibrium strategies for clients of company with different cases
of ordering schemes is found. The existence of these equilibria is proved.
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Hedgernnblii BapuaHT.

s mpom3BoICTBa TPEX BUJIOB MPOLYKITUN UCITOJB3YIOTCA TPU BUJIA ChI-
pbs. HopMmbl 3aTpaT KaxkKJ0ro n3 BIUJAOB ChIPbs Ha €IMHUILY IPOIYKIINN JTaH-
HOT'O BI/JIA, 3aI1achl ChIPbd, a TaKKe MPUOBLIL C €IMHUITLI ITPOIYKIINN TTPUBE-
JleHbl B Tab/nnax BapuanToB. Oupee/nThb IJIaH BBIITYCKa HPOLYKIIIH JIJIsT
MOJTYYEeHIS MAaKCUMAaJIbHOM TPUOBLIN TIPU 338 JaHHOM JIOIOJTHUTEILHOM OI'pa-
HUYEeHNN

Tpebyercs:

1. ITocTponTh MaTeMaTUIeCKyIo MOJIENb 3314,

2. [IpuBectu 3ajjauy K KaHOHIHYIECKOI dopMe;

3. Pemursk 3a/1a9y CUMILIEKC-METOJIOM.

YeTHbIlI BApUAHT.

I3 nBYyX BUJOB CHIpbs HEOOXONMO COCTABUTH CMECh, B COCTaB KOTOPOI
JIOJIZKHO BXOJINTH HE MeHee YKa3aHHBIX €JIMHUIL XMMUIECKOrO BelecTBa A,
B u C coorBercTBenno. [lena 1 Kr chIpbs KaxKJI0ro BUJIa, a TaKyKe KOJIIIe-
CTBO €JICHUI XMMUYIECKOI'0 BEIeCTBa, COJEPXKAIIEerocsd B 1 KI' ChIPbs KarK-
JIOT0 BUJIa, YKa3aHbl B Tabymiax BaprnanToB. CocTaBUTh CMeCh, MMEIOITYIO
MUHUMAJIbHYIO CTOUMOCTb.

Tpebyercs:
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1. ITocTponTh MaTeMaTUIECKYIO MOJIE/TH 3ada4lL;
2. [IpuBectu 3aj1auy K KaHOHUYECKOI opMme;
3. Pemms 3a/1auy ABOMCTBEHHBIM CUMILIEKC-METOIOM.
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A discrete-time game model related to a bioresource management
problem is considered. The reservoir is divided into regions, where the
players of two types harvest the fish stock. There are migratory exchanges
between the regions of the reservoir.

We consider the coalition structure where players of each type can
form a coalition, and show that it is more profitable for them than to join
into one mixed coalition. Two forms of the coalition formation process
are investigated: Nash-Cournot and Stackelberg. It is demonstrated that
the first model is better for free-riding and the second one — for coalition
formation.

The main goal of this work is to investigate the stability of coalition
structure. We consider well-known concepts of external and internal sta-
bility and introduce another one — coalitional stability, which gives the
possibility to form coalitions of larger sizes.

We discovered that only a small sized coalition can be internally stable
(Nash-Cournot strategies) and there can be no externally stable coalitions
at all (Stackelberg strategies). We introduce the concept of coalition sta-
bility under which the coalition structure of large size can be stable. This
concept is an extension of the intercoalition stability (Carraro, 1997) to
the models with more than one coalition and possible moves of a set of
coalition members.
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This study obtains an evaluation of Cournot price deviation from Wal-
rasian price for a market of a homogenous good. The deviation character-
izes the market power of producers. The evaluation proceeds from avail-
able information on the market structure and the market demand. It re-
lates to such markets where Nash equilibrium (NE) behavior of agents cor-
responds to the Cournot equilibrium outcome (see
Kreps and Scheinkman (1983)). Vasin and Vasina (2005) show that this is
a typical case for uniform price auctions. We also discuss a generalization
of the result for a two-node network market.

Consider a market with a finite set A of producers. Each producer a
is characterized by his cost function C%(q) with non-decreasing marginal

!The research was supported by the Spanish Ministry of Science and Innovation, project No.
ECO2010-19596 and by Grant of Russian Foundation for Basic Research for project No. 11-01-00778-a.
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costs for ¢ € [0, Q?], where Q is his production capacity. The precise form
of C%(q) is his private information. Consumers have no market power, and
their behavior is characterized by a demand function D(p) with standard
properties.

The combination (¢%,a € A) of production volumes is a Walrasian
equilibrium (WE) and p is a Walrasian price of the market if, for any
a, ¢* € S*p) dof Argmax . (¢"p — C(q")), D _wea @* = D(p). Consider a
model of Cournot competition for the given market. Then a strategy of
each producer a is his production volume ¢* € [0, Q%]. Producers set these
values simultaneously. Let ¢ = (¢%,a € A) denote a strategy combina-
tion. The market price p(¢’) equalizes the demand with the actual supply:
p(¢7) = D' (3,4 9")- The payoff function of producer a determines his
profit f*(¢) = ¢*p(q) — C*(q").

Let (¢“*,a € A) denote NE production volumes and
p* = DY3,c49"") be the corresponding price for the Cournot com-
petition. They meet the following first-order condition:

¢ € (p* — CY(¢""))| D' (p*)], for any a s.t. C*(0) < p*,

q"* =0 if C"(0) > p*,

where A is the set of producers and C%(q) = [C"_(q), C”, (¢)] at the break
points (discontinuities) of the marginal cost function.

The well-known Lerner Index characterizing the price-cost mark-up
for firm a is then given by L* = (p* — C¥(¢"))/p* = s**/e(p*), where
s" = q** /D(p*) is the equilibrium market share of firm a, and e(p*) is
the elasticity of market demand at p*.

Proposition 1 Deviation of the Cournot price from the Walrasian price
meets inequality

p* acd e(pt)’ (1)

This estimate becomes precise if the marginal cost of the largest company
at the Cournot equilibrium is equal to the competitive equilibrium price p.

In particular, this is true for a symmetric oligopoly with a fixed marginal
cost. Another example that provides the same ratio between Cournot and
Walrasian prices is a market where a large firm with a fixed marginal cost
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interacts with the competitive fringe with lower costs and a limited ca-
pacity (Vasin and Vasina (2006)).

Consider two local markets connected by a transmitting line. Every
local market [ = 1,2 is characterized by the finite set A; of producers,
|A;| = ny, the cost functions C%(q),a € A;, and demand function D;(p),
in the same way as the local market above: each cost function is a private
information of agent a, the demand function and other market parameters
are a common knowledge. There are no losses or costs under transmission
from one market to the other, and transmission capacity () determines the
maximal amount of the transmitted good. Consider Cournot competition
in this model.

Vasin and Vasina (2006) describe three types of NE for this model:
type b with unbinding transmission capacity constraint, type cio with the
binding constraint and the flow of the good from market 1 to market
2, and a symmetric type co1. For type b, the first-order conditions of
Cournot equilibrium and an estimate of the Cournot price deviation from
the Walrasian price are quite similar to the given above for a local market.
For type ci9, the first order conditions and Lerner indeces are as follows:
¢ € (p; — C(¢") IDy(p))ls L* = (pf — C(¢™))/pj = s*"/ei(p}) for
any a € A; s.t. CY(0) < pi, I = 1,2, where s = ¢**/D;(p}) is the
equilibrium market share of firm a in the demand at market [. Of course,
the relationships hold only if the ratio is less than 1. In this case the
estimate similar to (1) holds for each submarket. Otherwise the Cournot
equilibrium with such characteristics does not exist.

There exists one more type of NE that usually realizes in the latter
case. The type dj2 meets the following conditions: the flow from node 1
to node 2 is is equal to transmission capacity ), p; = p5 = p*. For every
a € Ay (the exporting market)

(p" = C¥(q")) IDL(p*) + Dy(p*)| = ¢** = (p" — C*,) |Di(p*)] -

So, if ¢* T, than p; |, the constraint becomes binding, and this is un-
profitable since the latter inequality holds; if ¢* |, than p; T, the markets
join, and the relation is unprofitable since the former inequality holds.
For second (importing) market the first order conditions are similar:

(p* — C"_(¢")) |D5(p*)| > ¢** > (p* — C",) |D\(p*) + D5(p*)| ,Va € As.
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A typical example where such NE exists is where there is a limited efficient
capacity and perfect competition at the second market and a monopoly
with unbounded efficient capacity at the first market. The Lerner index
for the monopoly is (ps — ¢1) /D2, where py — is the Walrasian price at the
second market. The welfare loss may be the whole consumer surplus at
the first market.

References

[1] Kreps D., Scheinkman J. (1983). Quantity Pre-Commitment and
Bertrand Competition Yield Cournot Outcomes. Bell Journal of Eco-
nomics, 14: 326-337.

[2] Vasin A., Vasina P. (2005). Models of Supply Functions Competition
with Application to the Network Auctions. Final Research Report on
the EERC Project R03-1011, site eerc.ru.

[3] Vasin A., Vasina P. (2006). FElectricity Markets Analysis and Design.
Working Paper 2006/053, New Economic School, Moscow.



Hayunoe m3smganne

Mexxk ayHapoaHbIi ceMITHAD

CereBble NIrpbl 1 MEHE/I2KMEHT

PacinmupenHsbie Te3nchl JOKJIa/10B

[lewamaemes no pewenuto Yuenozo cosema
Dedepanvrozo 2ocydapcmeenno2o 0610024CemH020 YUPeHcoenUs HaYKU
Huemumyma npurasadibs Mamemamuieckur uccaedosanul
Kapeavckozo waywnozo uenmpa PAH

OpI/IFI/IHaJI-MaKeT IIOJAI'OTOBJICH:

FO. B. Yupkonoii



