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Number of trees in a random graph

N. V. Alexeev

ITMO University, St. Petersburg, Russia

E-mail: nikita.v.alexeev@gmail.com

Consider a random graph G(n, k) on n vertices with k edges, that is

P(G(n, k) = g) =
1(
N
k

) ,

where N =
(
n
2

)
and g is any fixed graph on n vertices with k edges.

Let Tm(G) denote the number of isolated trees on m vertices in G.
We discuss the following theorem:

Theorem 1. For fixed m, � and k → ∞ as n → ∞ such that there exists a

finite nonzero limit x = limn→∞
2k
n , the following equations hold:

lim
n→∞

E
(
Tm(G(n, k))

n

)
= φm(x) = exp(−mx)

xm−1mm−2

m!
; (1)

lim
n→∞

cov(Tm(G(n, k), T�(G(n, k))

n
= δm,�φm(x)−

φm(x)φ�(x)

(
m�x+

2(m− 1)(�− 1)

x
+ 2m+ 2�− 3m�

)
, (2)

where δm,� is the Kronecker delta.

While the result (1) is classical, the equation (2) seems to be new.
We also consider a random graph process, where each vertex i has its

own propensity to make bonds pi. The numbers pi are randomly chosen
from the uniform distribution on a standard simplex {(p1, p2, . . . , pn) : pi ≥
0,
∑

pi = 1} (so-called flat Dirichlet distribution). The process starts at a
graph with n vertices and 0 edges, and on each step it adds one edge to
a graph, choosing nodes i and j as the endpoints with probability 2pipj .

c©Alexeev N. V., 2019
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We call the result of this process after k steps GDir(n, k). We prove the
following theorem:

Theorem 2. For fixed m, � and k → ∞ as n → ∞ such that there exists a

finite nonzero limit x = limn→∞
2k
n , the following equations hold:

lim
n→∞

E
(
mTm(GDir(n, k))

n

)
=

(3m− 3)!

(m− 1)!(2m− 1)!

xm−1

(x+ 1)3m−2
. (3)

We note that the sequence (3m−3)!
(m−1)!(2m−1)! (1, 1, 3, 12, 55, . . . ) is well-

known as Fuss–Catalan numbers and appears in the On-Line Encyclopedia
of Integer Sequences (OEIS) as the sequence A001764. This sequence ap-
pears in combinatorics and probability theory in many different contexts,
but such an interpretation is new (to the best of our knowledge).

13
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New bounds on Armstrong codes

P. Boyvalenkov1, A. Sali2

1 Institute of Mathematics and Informatics, Bulgarian Academy of
Sciences, Sofia, Bulgaria

2 Rényi Alfréd Institute of Mathematics, Hungarian Academy of Sciences,
Budapest, Hungary

E-mail: sali.attila@renyi.mta.hu

An Armstrong(q, k, n) code is a q-ary code of length n of minimum
distance n − k + 1 such that for every k − 1-subset of coordinates there
exists a pair of codewords that agree exactly there. f(q, k) denotes the
largest n such that an Armstrong(q, k, n) code exists. Upper bounds were
given on f(q, k) earlier in general, and in the case when k > k0(q). In the
present paper we give upper bound where k is fixed and q is large, that is
for q > q0(k) that improve on the general bounds.

Keywords: Armstrong code, linear programming method, Krawtchouk
polynomials
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On maximum vertex degree in the

configuration model

I. A. Cheplyukova

Institute of Applied Mathematical Research KRC RAS,
Petrozavodsk, Russia

E-mail: chia@krc.karelia.ru

The configuration graph where vertex degrees are independent identi-
cally distributed random variables is often used for modeling complex net-
works such as mobile connections, social networks, the Internet and oth-
ers [1]. We consider a configuration graph with N vertices. The random
variables ξ1, . . . , ξN are equal to the degrees of the vertices with the num-
bers 1, . . . , N. The degrees of the vertices are drawn independently from an
arbitrary given distribution. Let us know only the limit behaviour of this
distribution as k → ∞ :

P{ξi = k} ∼ d

kg(ln k)h
,

where i = 1, . . . , N, d > 0, g > 1, h � 0. These graphs were first studied
in [2].

We consider a subset of this graphs under the condition that the sum
of vertex degrees was bounded from above by n. Denote by η1, . . . , ηN
the random variables equal to the degrees of vertices in such a conditional
random graph. It is evident that these random variables are dependent, and
for natural k1, . . . , kN such that k1 + . . .+ kN ≤ n

P{η1 = k1, . . . , ηN = kN} = P{ξ1 = k1, . . . , ξN = kN |ξ1 + . . .+ ξN ≤ n}.
(1)

The equation (1) means that for the random variables ξ1, . . . , ξN and
η1, . . . , ηN the analogue of the generalized allocation scheme is valid (see [3])
and we can apply the known properties of this scheme to study conditional
random graphs.

c©Cheplyukova I. A., 2019
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We obtained the limit distributions of the maximum vertex degree in
these conditional configuration graphs for different relations between the
parameters N and n tending to infinity.

Let

BN =




(N(g − 1)h/ lnh N)1/(g−1), 1 < g < 3;√
N ln1−h N, g = 3, h < 1;√
N ln lnN, g = 3, h = 1;

σ
√
N, g > 3 or g = 3, h > 1,

m = Eξ1, σ2 = Dξ1.

The following theorem holds.

Theorem. Let n,N → ∞, r = (Nd(g − 1)/(γ lnh N)1/(g−1)(1 + o(1)), 0 <
γ, ε < ∞ and one of the following conditions is satisfied:

1. 1 < g < 2, n/BN → ∞;

2. g = 2, h � 1, (n− dN(1 + ε) ln1−h N)/BN � −C > ∞;

3. g = 2, h > 1, (n− (m+ (d+ ε) ln1−h N)N)/BN ≥ −C > −∞;

4. g > 2, (n−mN)/BN ≥ −C > −∞,

where C is a positive constant. Then

P{η(N) � r} = e−γ(1 + o(1)).

References

[1] Hofstad R. Random graphs and complex networks. Cambridge Univer-
sity Press, 2017, 337 p.

[2] Pavlov Yu. L. Conditional configuration graphs with random parameter
of the power-law degree distribution // Sbornik: Mathematics. 2018.
209(2). P. 258–275.

[3] Chuprunov A. N., Fazecas I. An analogue of the generalised allocation
scheme: limit theorems for the number of cells containing a given num-
ber of particles // Discrete Mathematics and Applications. 2012. 22(1).
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Inducibility of paths in hypergraph

colorings

D. D. Cherkashin

Moscow Institute of Physics and Technology, Dolgoprudny, Russia

E-mail: matelk@mail.ru

Let m(n, r) denote the minimal number of edges in an n-uniform hyper-
graph which is not r-colorable. It is known that for a fixed n one has

cnr
n < m(n, r) < Cnr

n.

A sequence of edges a1, . . . , ar is an r-chain if |ai ∩ aj | = 1 if |i− j| = 1
and ai ∩ aj = ∅ otherwise. It turns out that the best current lower bounds
on m(n, r) are based on the evaluation of the number of r-chains. We
note that r-chains are paths in the corresponding graphs; so one can apply
Pippenger–Golumbic-type bounds to improve the lower bound in e times.

c©Cherkashin D. D., 2019

17



17

We obtained the limit distributions of the maximum vertex degree in
these conditional configuration graphs for different relations between the
parameters N and n tending to infinity.

Let

BN =




(N(g − 1)h/ lnh N)1/(g−1), 1 < g < 3;√
N ln1−h N, g = 3, h < 1;√
N ln lnN, g = 3, h = 1;

σ
√
N, g > 3 or g = 3, h > 1,

m = Eξ1, σ2 = Dξ1.

The following theorem holds.

Theorem. Let n,N → ∞, r = (Nd(g − 1)/(γ lnh N)1/(g−1)(1 + o(1)), 0 <
γ, ε < ∞ and one of the following conditions is satisfied:

1. 1 < g < 2, n/BN → ∞;

2. g = 2, h � 1, (n− dN(1 + ε) ln1−h N)/BN � −C > ∞;

3. g = 2, h > 1, (n− (m+ (d+ ε) ln1−h N)N)/BN ≥ −C > −∞;

4. g > 2, (n−mN)/BN ≥ −C > −∞,

where C is a positive constant. Then

P{η(N) � r} = e−γ(1 + o(1)).

References

[1] Hofstad R. Random graphs and complex networks. Cambridge Univer-
sity Press, 2017, 337 p.

[2] Pavlov Yu. L. Conditional configuration graphs with random parameter
of the power-law degree distribution // Sbornik: Mathematics. 2018.
209(2). P. 258–275.

[3] Chuprunov A. N., Fazecas I. An analogue of the generalised allocation
scheme: limit theorems for the number of cells containing a given num-
ber of particles // Discrete Mathematics and Applications. 2012. 22(1).
P. 101–122.

16

Inducibility of paths in hypergraph

colorings

D. D. Cherkashin

Moscow Institute of Physics and Technology, Dolgoprudny, Russia

E-mail: matelk@mail.ru

Let m(n, r) denote the minimal number of edges in an n-uniform hyper-
graph which is not r-colorable. It is known that for a fixed n one has

cnr
n < m(n, r) < Cnr

n.

A sequence of edges a1, . . . , ar is an r-chain if |ai ∩ aj | = 1 if |i− j| = 1
and ai ∩ aj = ∅ otherwise. It turns out that the best current lower bounds
on m(n, r) are based on the evaluation of the number of r-chains. We
note that r-chains are paths in the corresponding graphs; so one can apply
Pippenger–Golumbic-type bounds to improve the lower bound in e times.

c©Cherkashin D. D., 2019

17



18

Limit theorems in non-homogenous
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We say that the random variables η1, . . . , ηN fit to the generalized allo-
cation scheme of n particles by N cells if

P{ηN1 = k1, . . . ηNN = kN} = P

{
ξN1 = k1, . . . ξNN = kN

∣∣∣∣∣
N∑
i=1

ξNi = n

}
,

(1)
where ξN1, ξN2, . . . ξNN are independent integer valued nonnegative random
variables. The aim of this paper is to study the convergence in distribution
of the random variables

µr(n,K,N) =

K∑
i=1

I{ηNi=r}, r = 0, 1, . . . , η(K,N) = max
1≤i≤K

ηNi, 0 < K ≤ N.

We use the following analog of Kolchin formula [1]

P{µr(n,K,N) = k} =
∑

A⊂{1,2,...K},|A|=k

P
{
ζ
{r}
N,A = n− kr

}

P{ζN = n}
×

×

(∏
i∈A

P{ξNi = r}

)
 ∏

i∈{1,2,...K}\A

P{ξNi �= r}


 , (2)

where

ζ
{r}
N,A =

∑
i∈{1,2,...K}\A

ξ
{r}
Ni +

N∑
i=K+1

ξNi, ζN =

N∑
i=1

ξNi

c©Chickrin D. E., Chuprunov A. N., Kokunin P. A., 2019
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and ξ
{r}
N1 , . . . , ξ

{r}
NK , ξN1, . . . , ξNN are independent random variables and for

all r = 0, 1, 2, . . .

P{ξ{r}Ni = j} = P{ξNi = j | ξNi �= r}, j = 0, 1, 2 . . . .

We shell consider ηN1, . . . ηNN defined by (2.1) in which ξN1, ξN2, . . . ξNN

are independent random variable with the distributions

P{ξNi = k} =
bk(xNi)

k

k!B(xNi)
, k = 0, 1, 2, . . . , 0 < xNi < R,

thereB(x) =
∑∞

k=0
bk
k! x

k is a sum of the series with the radius of convergence
R > 0 and b0, b1 > 0, bi ≥ 0, i ≥ 2. We will denote

xKN =

K∑
i=1

xNi, xN = xNN , x∗
KN = max

1≤i≤K
xNi, x∗

NN = x∗
N ,

mN =

N∑
i=1

EξNi, λrN =

K∑
i=1

br(xNi)
r

r!b0
.

Using (2) we obtain
Theorem 1. Suppose r ≥ 2, 0 ≤ λ < ∞ are a fixed numbers, N,K, n → ∞
such that

xN → ∞, x∗
N → 0,

xKNx∗
KN√

xN
→ 0 λrN → λ and

|n−mN |
√
xN

< C

for some C > 0. Then we have

P{µr(n,K,N) = k} = e−λλ
k

k!
+ o(1), k = 0, 1, 2 . . . .

Theorem 2. Suppose C1, C > 0, r ≥ 2 are fixed numbers, N,K, n → ∞
such that

xN → ∞, λrN → ∞,
xKN√
xN

→ 0, x∗
N → 0 and

|n−mN |
√
xN

< C.

Let z = k−λN√
λN

. Then we have

P{µr(n,K,N) = k} =
1√

2πλrN

e−
z2

2 (1 + o(1))
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cation scheme of n particles by N cells if

P{ηN1 = k1, . . . ηNN = kN} = P

{
ξN1 = k1, . . . ξNN = kN

∣∣∣∣∣
N∑
i=1

ξNi = n

}
,

(1)
where ξN1, ξN2, . . . ξNN are independent integer valued nonnegative random
variables. The aim of this paper is to study the convergence in distribution
of the random variables

µr(n,K,N) =

K∑
i=1

I{ηNi=r}, r = 0, 1, . . . , η(K,N) = max
1≤i≤K

ηNi, 0 < K ≤ N.

We use the following analog of Kolchin formula [1]

P{µr(n,K,N) = k} =
∑

A⊂{1,2,...K},|A|=k

P
{
ζ
{r}
N,A = n− kr

}

P{ζN = n}
×

×

(∏
i∈A

P{ξNi = r}

)
 ∏

i∈{1,2,...K}\A

P{ξNi �= r}


 , (2)

where

ζ
{r}
N,A =

∑
i∈{1,2,...K}\A

ξ
{r}
Ni +

N∑
i=K+1

ξNi, ζN =

N∑
i=1

ξNi
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and ξ
{r}
N1 , . . . , ξ

{r}
NK , ξN1, . . . , ξNN are independent random variables and for

all r = 0, 1, 2, . . .

P{ξ{r}Ni = j} = P{ξNi = j | ξNi �= r}, j = 0, 1, 2 . . . .

We shell consider ηN1, . . . ηNN defined by (2.1) in which ξN1, ξN2, . . . ξNN

are independent random variable with the distributions

P{ξNi = k} =
bk(xNi)

k

k!B(xNi)
, k = 0, 1, 2, . . . , 0 < xNi < R,

thereB(x) =
∑∞

k=0
bk
k! x

k is a sum of the series with the radius of convergence
R > 0 and b0, b1 > 0, bi ≥ 0, i ≥ 2. We will denote

xKN =

K∑
i=1

xNi, xN = xNN , x∗
KN = max

1≤i≤K
xNi, x∗

NN = x∗
N ,

mN =

N∑
i=1

EξNi, λrN =

K∑
i=1

br(xNi)
r

r!b0
.

Using (2) we obtain
Theorem 1. Suppose r ≥ 2, 0 ≤ λ < ∞ are a fixed numbers, N,K, n → ∞
such that

xN → ∞, x∗
N → 0,

xKNx∗
KN√

xN
→ 0 λrN → λ and

|n−mN |
√
xN

< C

for some C > 0. Then we have

P{µr(n,K,N) = k} = e−λλ
k

k!
+ o(1), k = 0, 1, 2 . . . .

Theorem 2. Suppose C1, C > 0, r ≥ 2 are fixed numbers, N,K, n → ∞
such that

xN → ∞, λrN → ∞,
xKN√
xN

→ 0, x∗
N → 0 and

|n−mN |
√
xN

< C.

Let z = k−λN√
λN

. Then we have

P{µr(n,K,N) = k} =
1√

2πλrN

e−
z2

2 (1 + o(1))
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uniformly for 0 ≤ k ≤ K.
We use the following analog of Kolchin formula [1]

P{η(K,N) ≤ r} =

(
K∏
i=1

P{ξNi ≤ r}

)
P{ζ{≤r}

N = n}
P{ζN = n}

, r ≥ 0, (3)

where

ζ
{≤r}
N =

K∑
i=1

ξ
{≤r}
Ni +

N∑
i=K+1

ξNi,

ξ
{≤r}
N1 , . . . , ξ

{≤r}
NK , ξN1, . . . , ξNN are independent random variables and

P{ξ{≤r}
Ni = j} = P{ξNi = j | ξNi ≤ r}, j = 0, 1, 2 . . . .

Using (3) we obtain
Theorem 3. Suppose C > 0, r ∈ {0, 1 . . . }, 0 < λ < ∞ are fixed numbers,

N,K, n → ∞ such that xN → ∞, x∗
N → 0 and

|n−mN |
√
xN

< C.

Let one of the following conditions be valid:
(1) Let r ≥ 2. Let br > 0,

xKN√
xN

z∗KN → 0, λ(r+1)N → λ,

(2) Let r ∈ {0, 1}. Let

xKN√
xN

→ 0, λ(r+1)N → λ.

Then we have

P{η(K,N) = r} = e−λ + o(1), P{η(K,N) = r + 1} = 1− e−λ + o(1).

As corollaries we obtain limit theorems for a non-homogenous allocation
scheme of n distingushing particles by N different cells.

References

[1] Kolchin V. F. Random Graphs. Cambridge University Press, 1999.

20

Property Bk-problem for uniform

simple hypergraphs

Y. A. Demidovich

Moscow Institute of Physics and Technology (State University),
Moscow, Russia

E-mail: yuradem9595@mail.ru

A hypergraph is a pairH = (V,E) , where V is a finite set whose elements
are called vertices and E is a family of subsets of V, called the edges. A
hypergraph is said to be n-uniform if each of its edges contains exactly n
vertices.

One of the classical extremal problems of a hypergraph theory is the
property B-problem. We say that a hypergraph has property B if there is
a two-coloring of V such that no edge is monochromatic. The problem is to
find the quantity m(n) which is the minimum possible number of edges of
an n-uniform hypergraph that does not have property B.

Let k be a natural number. The property Bk-problem is to find the value
of mk(n) equal to the minimal number of edges in an n-uniform hypergraph
not admitting 2-colorings of the vertex set such that every edge of the
hypergraph contains at least k vertices of each color.

We say a hypergraph is simple if any two edges of it have no more than
one vertex in the intersection.

Define a quantity m∗
k(n) which is equal to minimum possible number of

edges in a simple n-uniform hypergraph that does not have property Bk.
We obtain new lower and upper bounds for m∗

k(n).

Theorem 1. Let k � 2 and suppose that

k �

√
n

lnn
.

Then for all n � 30,

m∗
k(n) �

25

18e52
22(n−1)

k(n− 1) ln(n− 1)
(
n−2
k−1

)2 .
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Theorem 2. Let k = k(n) be such a natural function that k = o(n/ lnn).

Then for large n

m∗
k(n) <

n2e2 ln2 2 · 22n+4

(∑k−1
j=0

(
n
j

))2 .

Theorem 3. Let k = k(n) be such a natural function that k = o (n) . Then

for large n

m∗
k(n) < n7

⌈
n2n+1e ln 2∑k−1

j=0

(
n
j

)
⌉2

.
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In this work, we consider a multiclass retrial system with coupled orbit
queues, and service interruptions. A single-server system accepts N classes
of customers, which arrive according to independent Poisson streams. We
assume independent and arbitrary distributed class-dependent service times.

An arriving class-i, i = 1, . . . , N customer finding the server unavailable
joins the orbit queue i. We also adopt a class-dependent, queue-aware
constant retrial policy. More precisely, we assume that the head blocked
customer in an orbit queue attempts to connect with the server after an
exponentially distributed service time, which depends both on the class of
orbiting customer and on the state of the other orbit queues (i.e., whether
they are idle or busy).

A distinctive feature of the model is as follows: while a customer is
being served, an interruption may occur according to a Poisson process
with the rate depending on the class of the interrupted customer. After
such an event, a setup time follows, and its duration has general class-
dependent distribution. We consider both preemptive-repeat identical, and
preemptive-resume interruptions.

Such models have potential applications in the modelling of relay-
assisted cooperative wireless networks.

Unlike previous works [1, 2], we now consider combined interruptions:
the switching between the interruption modes depend on the class of the
interrupted customer. This setting is motivated, for instance, by Windows
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and Unix-like operations system, because both of these modes are supported
for multitasking, and the interruption type depends on which task has been
sent to the server.

A critical point in our approach is the calculation of the Laplace-Stieltjes
transform (LST) of the density of the so-called generalized service time,
which is defined as the time elapsed from the epoch a customer succeeds to
connect with the server until the epoch the server is ready to serve the next
customer. To illustrate theoretical results, we simulate three-class system.

The study of EM was carried out under state order to the Karelian
Research Centre of the Russian Academy of Sciences (Institute of Applied
Mathematical Research KRC RAS) and supported by Russian Foundation
for Basic Research, projects 18-07-00147, 18-07-00156, 19-07-00303. The re-
search of TM is partly supported by Russian Foundation for Basic Research,
projects 18-07-00147, 19-07-00303.
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Let G = (V,E) be a simple graph. D ⊂ V is a dominating set if if either
v ∈ D holds for every v ∈ V or there is an edge {v, x} ∈ E satisfying x ∈ D.
The domination number γ(G) of the graph G is the size of the smallest
dominating set.

Consider all k-element subsets and �-element subsets (k > �) of an n-
element set as vertices of a bipartite graph. Two vertices are adjacent if the
corresponding �-element set is a subset of the corresponding k-element set.
Let Gk,� denote this graph. Its domination number is studied in the paper.

Theorem 1. γ(Gk,1) = n− k + 1.

This statement has a trivial proof. The problem becomes considerably
harder when � = 2. In this case we only have an asymptotic result.

Theorem 2. γ(Gk,2) =
k+3

2(k−1)(k+1)n
2 + o(n2) (k ≥ 3).

The upper estimate is proved by a random construction. We also suggest
a way to find a deterministic construction, but it is completed only for k = 3
and 4. The lower estimate uses the graph removal lemma, a consequence of
Szemerédi’s celebrated Regularity Lemma.

The problem for � = 2 is closely related to Turán’s theorem. Since
the corresponding problem of Turán for 3-graphs is unsolved, our present
problem seems to be difficult for � ≥ 3.

Joint work with Leila Badakhshian and Zsolt Tuza.
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We study a model of multi-class single-server retrial system with classical
discipline. If a customer finds the server busy, it joins to the corresponding
(virtual) infinite capacity orbit and then independently retry to attack server
after random retrial time. We define renewal input process and assume, that
new arrival belongs to class-i with a positive probability pi. We consider
general distribution of retrial time and explore the dynamics of mean orbit
sizes for different configurations of considered system.

Our goal is to verify by simulation the stability of considered system and
match the obtained conclusions with explicit analytical results for related
system with exponential retrials. Note, that the only source of instability of
presented system is infinite growth of orbit size. As the behavior of any orbit
affects to other orbits, stability also means that all orbits are bounded and
instability implies that all orbits go to infinity. This property significantly
differs considered system from a system with constant retrial rate, presented
in [1].

Necessary and sufficient stability condition for related model with classi-
cal discipline and exponential retrial times was presented in recent work [2].
Basing on simulation, we show, that stability requirement, that load coeffi-
cient is less than 1 (number of servers) provides stable orbits of considered
system with general retrials. In particular, we present simulation results for
the models with Weibull, Pareto and Uniform distributions of retrial times.

Thus, one can expect, that obtained stability criteria from [2] could be
extrapolated to the general case of non-exponential retrial times.
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We consider configuration graph [1] G = G(V,E), where V is a set of N
vertices and E is a set of edges. Let i, j, t ∈ V be three different vertices.
The clustering coefficient [2] CG in G is defined as

CG =
∆G

WG
,

where
∆G = 6Σ1�i<j<t�NI{(ij), (jt), (tj) ∈ E},

I{A} is the indicator of the event A,

WG = 2
∑

1�i<j<t�N

I{(ij), (jt) ∈ E}.

Let vertex degrees ξ1, . . . , ξN are independent identically distributed ran-
dom variables with unknown probability distribution. We assume only that

pk = P{ξi = k} > 0, k = 1, 2, . . . ,

m = E ξ1 < ∞

and

pk ∼ d

kg(ln k)h

as k → ∞, d > 0, g > 1, h � 0.
Denote

ξ(N) = max
1�s�N

ξs.

We proved the following result.
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Theorem 1. Let N → ∞. Then the next asertions are hold a.a.s.

1. If V ar(ξ1) < ∞, then CG = O
(

1
N

)
.

2. If g = 3, h = 1, then CG ∼ (d ln lnN)2

m3N .

3. If g = 3, h < 1, then CG ∼
(

d
1−h

(
lnN
2

)1−h
)2

1
m3N .

4. If 1 < g < 3, then there exist a constant B > 0 such that N
1

g−1 /B �

ξ(N) � BN
1

g−1 and if ξ(N) = uN
1

g−1 , 0 < u < ∞, then
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We consider configuration graph [1] G = G(V,E), where V is a set of N
vertices and E is a set of edges. Let i, j, t ∈ V be three different vertices.
The clustering coefficient [2] CG in G is defined as

CG =
∆G

WG
,

where
∆G = 6Σ1�i<j<t�NI{(ij), (jt), (tj) ∈ E},

I{A} is the indicator of the event A,

WG = 2
∑

1�i<j<t�N

I{(ij), (jt) ∈ E}.

Let vertex degrees ξ1, . . . , ξN are independent identically distributed ran-
dom variables with unknown probability distribution. We assume only that

pk = P{ξi = k} > 0, k = 1, 2, . . . ,

m = E ξ1 < ∞

and

pk ∼ d

kg(ln k)h

as k → ∞, d > 0, g > 1, h � 0.
Denote

ξ(N) = max
1�s�N

ξs.

We proved the following result.
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The famous Sylvester-Gallai Theorem was posed as a problem by
J. J. Sylvester in 1893. In 1930th it was proved by T. Gallai and others.
It claims that if a finite point set P in the real plane is such that for any
two distinct points a, b ∈ P there is a point c ∈ P lying on the line passing
through a and b, then all points of P lie on a line.

It is known that that analogues statement is not true for the complex
plane. For example, the inflection points of a cubic curve in the complex
projective plane form such an example. This set of the inflection points is
known as the Hesse configuration and contains nine points.

We are going to discuss the following Sylvester-Gallai-type problem.
Given positive integers m and d, a finite set A ⊂ [0, 1)d containing at

least m+1 pairwise distinct vectors is called SG(d,m+1)-set if for any m
distinct vectors a1, . . . ,am ∈ A there is am+1 ∈ A different from a1, . . . ,am
such that

a1 + · · ·+ am + am+1 ∈ Zd.

Problem. Describe all SG(d,m+ 1)-sets.
We are going to discuss connections of Problem and the problem of

classification of Sylvester-Gallai-type configurations lying on a cubic curve
in the complex projective plane. Also, we show the solution of Problem in
case m = 2.

Joint work with F. Nilov.
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Asymptotic behavior of first-order properties probabilities of the Erdos–
Renyi random graph G(n, p) has been widely studied. S. Shelah and J.
Spencer showed that when α is an irrational number and p(n) = n−α+o(1)

then G(n, p) obeys the zero-one law (this means that for all first-order
properties their limiting probabilities belong to {0, 1}). In works by M.E.
Zhukovskii the question when the random graph G(n, p) obeys zero-one law
for all first-order sentences of quantifier depth at most k was examined.
In [1] the notion of spectra of first-order properties was introduced and
it was shown that there exists a first-order property with infinite spectra.
In [2] the notion of spectra for random graphs was studied in more detail.

In this work, we consider spectra of first-order properties in relation to
random uniform hypergraphs.

Let us define the random s-uniform hypergraph Gs(n, p). Consider the
set Ωn = {G = (Vn, E)} of all s-uniform hypergraphs (s-hypergraphs) with
the set of vertices Vn = {1, 2, . . . , n}. The random hypergraph Gs(n, p) is a
random element with probability distribution

Pr[Gs(n, p) = G] = p|E|(1− p)(
n
s)−|E|.

For any first order property L we define two notions of its spectra, S1(L)
and S2(L). The first considers behavior at p = n−α. S1(L) is the set of
α ∈ (0, s − 1) (we take the interval (0, s − 1) because the structure of
Gs(n, n−α) for α > s − 1 is considerably simpler than that for α < s − 1
and the study of Gs(n, p) with p(n) � n−s+1 is a subject of a separate
investigation) which do not satisfy the following property:

with p(n) = n−α, limn→∞ Pr[Gs(n, p) |= L] exists and is either 0 or 1.
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The second considers behavior near p = n−α. S2(L) is the set of α ∈
(0, s− 1) which do not satisfy the following property:

there exists ε > 0 so that for any n−α−ε < p(n) < n−α+ε,

lim
n→∞

Pr[Gs(n, p) |= L] exists, is 0 or 1,

and is independent of the choice of p(n).

Let Lk denote the set of all first-order properties which can be expressed
by first-order formulae with quantifier depth at most k. Denote unions of
S1(L) and S2(L) over all L ∈ Lk by S1

k and S2
k respectively.

We study the spectra S1
k and S2

k and try to answer the following ques-
tions:

• Is Sj
k, where j ∈ {1, 2}, finite or infinite?

• What are the maximal and the minimal numbers in S1
k and S2

k?

• Suppose that S1
k and S2

k are infinite. What are the maximal and the
minimal limit points in S1

k and S2
k?

This work was supported by RSF 16-11-10014.
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1 Introduction
Mathematical models involving more than one objective seem more adher-
ent to real problems. Often players have more than one goal which are often
not comparable. These situations are typical for game-theoretic models in
economics and ecology. Models with random planning horizons in exploita-
tion processes are most appropriate for describing reality: external random
factors can cause a game breach and the participants know nothing about
them a priori.

First, we construct a multicriteria Nash equilibrium applying the bar-
gaining concept (via Nash products [3], [1]). Then, we obtain multicrite-
ria cooperative behavior as a solution of a Nash bargaining scheme with
the multicriteria Nash equilibrium payoffs playing the role of status quo
points [2].

To illustrate the presented approaches a multicriteria bioresource man-
agement problem with random planning horizons is investigated.

2 Dynamic Multicriteria Game with Random
Horizons
Consider a bicriteria dynamic game with two participants in discrete time.
The players exploit a common resource and both wish to optimize two
different criteria. The state dynamics is in the form

xt+1 = f(xt, u1t, u2t) , x0 = x , (1)

where xt ≥ 0 is the resource size at time t ≥ 0, f(xt, u1t, u2t) denotes the
natural growth function, and uit ≥ 0 gives the exploitation rate of player i
at time t, i = 1, 2.
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Denote ut = (u1t, u2t). Each player has two goals to optimize. We ex-
plore a model in which the players possess heterogeneous planning horizons.
By assumption, the players stop joint exploitation at random time steps:
external stochastic processes can cause a game breach.

Suppose that players 1 and 2 harvest the fish stock during n1 and n2

steps, respectively. Here n1 represents a discrete random variable taking
values {1, . . . , n} with the corresponding probabilities {θ1, . . . , θn}. Simi-
larly, n2 is a discrete random variable with the value set and the probabili-
ties {ω1, . . . , ωn}. We assume that the planning horizons are independent.
Therefore, during the time period [0, n1] or [0, n2] the players harvest the
same stock, and the problem consists in evaluating their optimal strategies.

The payoffs of the players are determined via the expectation operator:

J i
1 = E

{ n1∑
t=1

δtgi1(ut)I{n1≤n2} +

+
( n2∑
t=1

δtgi1(ut) +

n1∑
t=n2+1

δtgi1(u
a
1t)

)
I{n1>n2}

}
=

=
n∑

n1=1

θn1

[ n∑
n2=n1

ωn2

n1∑
t=1

δtgi1(ut) +

+

n1−1∑
n2=1

ωn2

( n2∑
t=1

δtgi1(ut) +

n1∑
t=n2+1

δtgi1(u
a
1t))

)]
, i = 1, 2, (2)

J i
2 = E

{ n2∑
t=1

δtgi2(ut)I{n2≤n1} +

+
( n1∑
t=1

δtgi2(ut) +

n2∑
t=n1+1

δtgi2(u
a
2t)

)
I{n2>n1}

}
=

=
n∑

n2=1

ωn2

[ n∑
n1=n2

θn1

n2∑
t=1

δtgi2(ut) +

+

n2−1∑
n1=1

θn1

( n1∑
t=1

δtgi2(ut) +

n2∑
t=n1+1

δtgi2(u
a
2t))

)]
, i = 1, 2, (3)

where, for j = 1, 2, ua
jt specifies the strategy of player j when its partner

leaves the game, δ ∈ (0, 1) denotes the discount.

First, we construct a multicriteria Nash equilibrium V jN
i (τ, x), i, j =

1, 2, applying the bargaining concept ( [3], [1]).

34

To construct multicriteria payoff functions, we adopt the Nash products.
The role of the status quo points belongs to the guaranteed payoffs of the
players:

V N
1 (τ, x) = (V 1N

1 (τ, x)−G1
1)(V

2N
1 (τ, x)−G2

1) ,

V N
2 (τ, x) = (V 1N

2 (τ, x)−G1
2)(V

2N
2 (τ, x)−G2

2) ,

where V jN
i (τ, x) are the noncooperative payoffs as step τ occurs (i, j = 1, 2).

A strategy profile uN
t = (uN

1t, u
N
2t) is called a multicriteria Nash equilib-

rium [1] of the problem (1)–(3) if it maximizes V N
i (1, x), i = 1, 2.

Then, we obtain multicriteria cooperative behavior as a solution of a
Nash bargaining scheme with the multicriteria Nash equilibrium payoffs
playing the role of status quo points [2]. So, to construct the cooperative
strategies it is required to solve the problem

(V 1c
1 (1, x) + V 1c

2 (1, x)− V 1N
1 (1, x)− V 1N

2 (1, x)) ·
(V 2c

1 (1, x) + V 2c
2 (1, x)− V 2N

1 (1, x)− V 2N
2 (1, x)) → max

uc
1t,u

c
2t

, (4)

where V jc
i (τ, x) are the cooperative payoffs as step τ occurs (i, j = 1, 2).

To illustrate the presented approaches a multicriteria bioresource man-
agement problem with random planning horizons is investigated.
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Cognitive Radio (CR) is a well-known technology used to increase spec-
trum utilization in wireless transmission systems and networks. The spec-
trum is unevenly shared between Primary and Secondary users (PU and
SU, respectively), and PU has absolute priority over SU. While time shar-
ing (interleaving of PU and SU in time) is a technically simple solution,
a higher utilization may be provided by underleaving paradigm. In such
a case, SU are allowed to transmit simultaneously with PU, possibly at a
reduced signal strength to avoid interference.

We present a model of a single node of CR network receiving PU and
SU transmissions. The PU presence in the system is itself an alternating
telegraph-type process with two states: PU present (having exponentially
distributed duration with rate µp) and PU absent (exponentially distributed
with rate λp). The PU presence infers the transmission rate of SU as fol-
lows: transmission of SU is exponentially distributed during PU presence
(absence) with rate β (µs). SU are served in the order of arrival driven by
Poisson process with rate λs, and have unlimited waiting space. Finally,
at each PU presence starting epoch, the SU being served (if any) returns
at the first position in the queue with probability (w.p.) α, and balks w.p.
1− α.

The system state is a two-dimensional Markov process {X(t), J(t)}t�0,
where J(t) ∈ {0, 1} is PU presence telegraph-type process, and X(t) is the
number of SU in the system at time t � 0. Such a process is the so-called
Quasi-Birth-Death process with two states at each level. Recently [1] it was
shown that such a process allows to obtain the steady-state distribution
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πi,j = P{X = i, J = j} explicitly. In this paper we demonstrate an alterna-
tive approach based on the so-called Complete Level Crossing Information
property of a QBD process.

Consider a state i, j of the state space of a QBD process, such that
the outward transitions from some states (i+1, ·) and (i−1, ·) are possible.
Each such a state is replaced with a couple (i, 0, j) and (i, 2, j), where (i, 0, j)
receives outward transitions from states (i− 1, ·) only, and (i, 2, j) receives
transitions from (i+1, ·). The inward transitions from state (i, j) are copied
to the two new states, and one of the two possible destination for inter-level
outward transitions from states (i, ·) is chosen arbitrary. For completeness
of the notation, a state (i0, j0) receiving transitions from states (i − 1, ·)
only, is replaced with (i0, 0, j0), a state (i2, j2) receiving transitions from
states (i + 1, ·) only, is replaced with (i2, 0, j2), and all other states (i1, j1)
are replaced with (i1, 1, j1).

After such a partition, the new state space allows each state (i, k, j) to
receive transitions either from levels i′ � i or from i′ � i only. Thus, the
infinitesimal generator Q̂ of the new process {X(t), D(t), J(t)}t�0 has the
following bidiagonal form known as LCI-complete canonical form [2]:

Q̂ =




B0 B1 0 0 . . .
0 C B 0 . . .

0 0 C B
. . .

0 0
. . .

. . .
. . .




, (1)

where all matrices, except B0 and B1, are square matrices of order m (where
m is the number of states at non-boundary levels). B0 is an (m0 + m) ×
(m0 +m−m1) matrix, where m0 is the number of states at boundary level
and m1 is the number of states at non-boundary level that do not allow
downward transitions to the boundary level, while B1 is (m0 + m) × m.
Hereafter we define these matrices explicitly:

C =




µs (1− α)λp −c1 αλp

0 β µp −c2
µs (1− α)λp 0 αλp

0 β µp 0


 , B =




0 0 λs 0
0 0 0 λs

−c1 0 λs 0
d0 −c2 0 λs


 ,

B0,0 =

(
−(λp + λs) λp λs 0

µp −(µp + λs) 0 λs

)
, B1 =

(
0
B

)
, B0 =

(
B0,0

C

)
,

where c1 = λp + λs + µs and c2 = λs + µs + β. After some algebra, C−1
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trum utilization in wireless transmission systems and networks. The spec-
trum is unevenly shared between Primary and Secondary users (PU and
SU, respectively), and PU has absolute priority over SU. While time shar-
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can be obtained explicitly

C−1 =




−c3
αλp

µsc2
1
µs

+ c3 − c3
µp

− αλp

µsc2
µp

βc1
0 − µp

βc1
1
β

− 1
c1

0 1
c1

0

0 −1
c2

0 1
c2


 ,

where c3 =
(1−α)λpµp

βµsc1
. This allows, in particular, to obtain the steady-state

solution π̂ = [π̂i,k,j ], where π̂i,k,j = P{X = i,D = k, J = j}, in matrix-
geometric form

π̂n+1 = π̂nW, n � 2,

where W = −BC−1 can be found explicitly as

W =




λs

c1
0 −λs

c1
0

0 λs

c2
0 −λs

c2
λs

c1
− c3

αλpc1
µsc2

c1
µs

+ c3 − λs

c1
− c3

µp
− αλpc1

µsc2
µpc2
βc1

λs

c2
−µpc2

βc1
c2
β − λs

c2


 .

Finally, the following boundary value problem has to be solved in order to
obtain the steady-state solution explicitly:

[π̂0 π̂2]

(
B0 B1

0 C

)
= 0, (2)

where π0 is a m0 + m1–component vector, and π2 corresponds to states
(2, ·, ·). Uniqueness of the solution is conditioned by π̂1 = 1. However,
the system (2) is defective, and requires m0 − 1 additional equations to
deliver the solution. These equations are obtained by removing the right
eigenvectors r of matrix W corresponding to eigenvalues on or outside the
unit disk, by equations of the type π̂2r = 0.
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We will study the solutions to the equation f(n)−g(n) = c, where f and
g are multiplicative functions and c is a constant. More precisely, we prove
that the number of solutions does not exceed c1−ε when f, g and solutions
n satisfy some certain constraints, such as f(n) > g(n) for n > 1.
In particular, we will prove the following estimate: the number of solutions
of the equation n−ϕ(n) = c (here G(k) is the number of ways to represent
k as a sum of two primes) is:

G(c+ 1) +O(c
3
4+o(1))

To obtain this we use so-called multiplicative graphs.
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For an integer j, a j-independent set in a hypergraph H = (V,E) is a
subset W ⊂ V such that for every edge e ∈ E : |e ∩ W | � j. A j-proper
coloring of H = (V,E) is a partition of the vertex set V of H into dis-
joint union of j-independent sets, so called colors. The j-chromatic number
χj(H) of H is the minimal number of colors needed for a j-proper coloring
of H. When j is greater than 1 the corresponding chromatic number usually
called weak.

This talk is devoted to weak colorings of k-uniform random hypergraph
H(n, k, p). We are interested in asymptotic properties of H(n, k, p) to have
its j-chromatic number equal to some fixed number r. By asymptotic prop-
erties of H(n, k, p) we consider n as tending to infinity, while k and r are
kept constant.

It can be showed that the previously mentioned property of random
hypergraph has a sharp threshold. For the case of (k−1)-chromatic number
upper and lower bounds for that threshold are found. It should be also
mentioned that the gap between this bounds is some function Ok(1).

In our previous works we found very tight bounds for the case of k− j =
o(
√
k) and r = 2. With this work we continue our generalization to the case

when j is less than k − 1, but r is greater than 2. Main result is showed in
a theorem below.
Theorem. Let H(n, k, p) be a random k-uniform hypergraph with p =
cn/

(
n
k

)
. For any r � 2 there exists k0 ∈ N, such that if k > k0(r) and

c >
rk−1 ln r

kr − k + 1
− ln r

2
+O

(
kr2−k

)

then w.h.p. as n tends to infinity, χk−2 (H(n, k, p)) > r. Otherwise, if

c <
rk−1 ln r

kr − k + 1
− ln r

2
+O(k−1)
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then w.h.p. as n tends to infinity, χk−2 (H(n, k, p)) � r.

This is joint work with Dmitrii Shabanov. The reported study was
funded by RFBR according to the research project no. 18-31-00348 and by
the Russian Science Foundation under grant no. 16-11-10014.
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The talk deals with the problems concerning colorings of random graphs
and hypergraphs. Let H(n, k, p) denote the classical binomial model of
a random k-uniform hypergraph: every edge of a complete k-uniform
hypergraph on n vertices is included into H(n, k, p) independently with
probability p ∈ (0, 1). Recall also the definition of the random graph
G(n, p) = H(n, 2, p). It is well-known that every decreasing monotone
property Q = (Qn, n ∈ N) of hypergraphs has a probability threshold in
the binomial model, i.e. there exists a function p̂ = p̂(n) such that

lim
n→∞

P(H(n, k, p) has Qn) =

{
1, if p = p(n) = o(p̂);

0, if p = p(n) = ω(p̂).

In the talk we concentrate on coloring properties of hypergraphs. Recall
that for given r ≥ 2, a hypergraph H is said to be r-colorable if there
exists a coloring of the vertices of H with r colors such that every edge
is not monochromatic under this coloring. The property of r-colorability is
decreasing, but moreover, its probability threshold is sharp in the H(n, k, p)
model: if (r, k) �= (2, 2) then there exists a function p̂r,k = p̂r,k(n) such that
for any ε ∈ (0, 1),

lim
n→∞

P(H(n, k, p) is r-colorable) =

{
1, if p = p(n) ≤ (1− ε)p̂r,k;

0, if p = p(n) ≥ (1 + ε)p̂r,k.

The main problem is to find or estimate the sharp probability function p̂r,k.
We will survey the recent advances concerning estimating the probabil-

ity thresholds for coloring properties of random graphs and hypergraphs
including:
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• panchromatic colorings (every edge should contain the vertices of all
the colors);

• strong colorings (every two vertices of the same color cannot share a
common edge).

We also give new results concerning the concentration in few values of the
chromatic number of a random graph G(n, p) in the non-sparse case (np →
+∞ slowly enough).

The work is supported by the Russian Science Foundation under grant
N 16-11-10014.
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• panchromatic colorings (every edge should contain the vertices of all
the colors);

• strong colorings (every two vertices of the same color cannot share a
common edge).

We also give new results concerning the concentration in few values of the
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The work is supported by the Russian Science Foundation under grant
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My two lectures, the first one at MIPT, the second one in Petrozavodsk,
are strongly related to each other, yet, they describe different features of
the same area, namely, of extremal graph theory. They are self-contained.

- . -

Extremal graph theory is one of the fastest developing areas of Graph
Theory. Recently Endre Szemerédi and I have published a long survey (in
the volume of the conference Building Bridges II, on the occasion of the 70th
birthday of L. Lovász) on results and methods in extremal graph theory,
and on embedding small or large subgraphs into large graphs. Here “large”
means very large: we do not care of the small cases. We arrive at such
problems typically when for small values of n the situation is chaotic but
for large values the extremal structures are simple. (Another case where we
get such results is when we apply the Szemerédi Regularity Lemma, or its
variants.)

Extremal graph theory investigates problems in various settings, where
a universe of objects (graphs, multigraph, digraphs, hypergraphs, random
graphs) is fixed and also a family L of excluded graphs (from this universe)
and we try to determine the maximum number of edges such a graph (say
on n vertices) can have without containing forbidden subgraphs.

The extremal objects are the ones not containing forbidden substructures
and having the maximum number of edges (for a fixed number of vertices).

One reason why extremal problems are important is that they led to
extremely important new methods. They are strongly connected to Ramsey-
Turán problems, Anti-Ramsey problems, to Dual Anti-Ramsey problems,
Supersaturated graphs,. . .
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I shall discuss an important subcase of these problems: the application
of stability methods. Stability methods are applicable mostly when we
conjecture that the extremal structures are fairly simple and also the nearly
extremal objects have this simple structure. Then the stability method
provides exact extremal structures in many cases, for n sufficiently large.

I shall discuss old and new extremal results and open problems in this
and related areas. I shall speak of three particular stability methods: (a)
Progressive Induction, (b) Separating the almost extremal cases from the
fuzzy cases, (c) application of the Removal Lemma.
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the same area, namely, of extremal graph theory. They are self-contained.

- . -

Extremal graph theory is one of the fastest developing areas of Graph
Theory. Recently Endre Szemerédi and I have published a long survey (in
the volume of the conference Building Bridges II, on the occasion of the 70th
birthday of L. Lovász) on results and methods in extremal graph theory,
and on embedding small or large subgraphs into large graphs. Here “large”
means very large: we do not care of the small cases. We arrive at such
problems typically when for small values of n the situation is chaotic but
for large values the extremal structures are simple. (Another case where we
get such results is when we apply the Szemerédi Regularity Lemma, or its
variants.)

Extremal graph theory investigates problems in various settings, where
a universe of objects (graphs, multigraph, digraphs, hypergraphs, random
graphs) is fixed and also a family L of excluded graphs (from this universe)
and we try to determine the maximum number of edges such a graph (say
on n vertices) can have without containing forbidden subgraphs.

The extremal objects are the ones not containing forbidden substructures
and having the maximum number of edges (for a fixed number of vertices).

One reason why extremal problems are important is that they led to
extremely important new methods. They are strongly connected to Ramsey-
Turán problems, Anti-Ramsey problems, to Dual Anti-Ramsey problems,
Supersaturated graphs,. . .
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I shall discuss an important subcase of these problems: the application
of stability methods. Stability methods are applicable mostly when we
conjecture that the extremal structures are fairly simple and also the nearly
extremal objects have this simple structure. Then the stability method
provides exact extremal structures in many cases, for n sufficiently large.

I shall discuss old and new extremal results and open problems in this
and related areas. I shall speak of three particular stability methods: (a)
Progressive Induction, (b) Separating the almost extremal cases from the
fuzzy cases, (c) application of the Removal Lemma.
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Invariants of graph drawings in the

plane

A. B. Skopenkov

Moscow Institute of Physics and Technology, Independent University of
Moscow, Moscow, Russia

E-mail: skopenko@mccme.ru
http://www.mccme.ru/~skopenko.

We present a simplified exposition of some classical and modern results
on graph drawings in the plane. These results are chosen so that they il-
lustrate some spectacular recent higher-dimensional results on the border
of geometry, combinatorics and topology [2]. We define a mod2-valued
self-intersection invariant (i.e. the van Kampen number) and its general-
izations. We present elementary formulations and arguments, so we do not
require any knowledge of algebraic topology. This talk will be accessible
to mathematicians not specialized in any of the areas discussed. It may
serve as an introduction into algebraic topology motivated by algorithmic,
combinatorial and geometric problems. See [2].
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Angles of random polytopes
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We will consider some problems on calculating the average angles of
random polytopes. Some of them are open.
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Large deviations in single-server

retrial queues

K. A. Zhukova

Institute of Applied Mathematical Research KRC RAS,
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E-mail: kalininaksenia90@gmail.com

We consider a single-server retrial system with a renewal input of cus-
tomers arriving at instants tn, n � 1, with independent identically dis-
tributed (iid) interarrival times τn := tn+1 − tn, n � 1, t1 = 0, and with
the iid service times Sn, n � 1. We denote a renewal input with rate λ :=
1/Eτ ∈ (0,∞), and the service rate of the system is µ := 1/ES ∈ (0,∞).

In a retrial system, if a new customer finds the server busy he joins
an infinite-capacity virtual orbit and attempts to occupy server after an
exponentially distributed time with rate γ. We consider a constant retrial
rate system. It means that retrial intensity of attempts equals γ and stays
constant regardless of the orbit size. In this case, for convenience, we treat
the orbit as a FIFO queue in which only the top (oldest) orbital customer
makes attempts to enter server [1].

Denote K0 the index of the first costumer which meets an empty system
upon arrival, and KN – the index of the first costumer which reaches the
level N within busy cycle. We consider an overflow probability P(KN < K0)
that the number of customers in the system reaches a (high) level N > 1
during busy cycle.

There are two basic assumptions required for the large deviation analysis:
the system is in stationary regime and the possibility of an arbitrary (large)
value of the queue. The sufficient stability condition for retrial system is [1]

ρ := λ/µ < 1, (1)

and coincides with the stability criterion of classic buffered system GI/G/1.
Also we assume that

P(τ < S) > 0, (2)

so the arbitrary large value of the queue is possible.

c©Zhukova K. A., 2019
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For a random variable X, we introduce the log moment generating func-
tion,

ΛX(θ) := log E[eθX ]. (3)

We assume that ΛS(θ) exists for some θ > 0. Denote

θ̂ = max(θ > 0 : EeθS < ∞). (4)

Define

θ∗ = sup(θ ∈ (0, θ̂) : Λτ (−θ) + ΛS(θ) � 0) (5)

and

θ∗ = sup(θ ∈ (0, min(θ̂, γ)) : Λτ (−θ) + ΛS(θ) + log
γ

γ − θ
� 0). (6)

Theorem 1. Assume that conditions

λ <
γµ

γ + µ
(7)

and (2) hold. Then the decay rate of the overflow probability in single-server
constant rate retrial system satisfies

Λτ (−θ∗) � lim sup
N→∞

1

N
lnP(KN < K0) � Λτ (−θ∗), (8)

where θ∗ and θ∗ are defined in (5) and (6), respectively. The similar state-
ment holds with all limsups replaced by liminf.

To prove the statement presented in Theorem 1 we transform original
retrial system to a classic buffered system with special type of dependence
between service times

S̄ = S + I · exp(γ), (9)

where exp(γ) is a random variable (r.v.) exponentially distributed with
parameter γ, and I is an indicator function

I =

{
1, if server is busy upon an arrival;

0, otherwise.

Service time S̄ (9) the retrial time. Such classic system is equivalent to
original retiral system from the point of view stability. To obtain a lower
asymptotic bound, we construct a minorant classic buffered system GI/G/1
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with the minimal service times S̃ = S and use a monotonicity of the queue-
size process. To obtain an upper bound, we also construct a dominating
classic buffered system with the service time Ŝ = S+exp(γ). This approach
allows to obtain exponential decay rate of the overflow probability as N →
∞, with different exponents in the asymptotic lower and upper bounds (5)
and (6), respectively.

To simplify the analysis of a retrial system it can be useful to compare
it to a classic system. In the retrial system customer goes to orbit if server
is busy upon the arrival of this customer. Occupation of server can be
expressed by means of load coefficient ρ = λ/µ. Hence, retrial system can
be approximated by classic buffered system with service times

Sc = S + I · exp(γ), (10)

where

I =

{
1,with probability ρ = λ/µ;

0,with probability 1− ρ.

Simulation results shows that the estimated probabilities both in the
retrial and classic systems are indeed located between the bounds. Moreover
they are quite close to each other. It means that more simple classic buffered
system can be analysed instead of the origin retrial system.
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δu(k)(αn) = Chm ·∂m+1u(xn+αn)/∂x
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P{(v(1), v(2)) > δ} <
√
π/2e−δ2N/2

u(1) − u(2) = u(1) − ũ − u(2) + ũ = ∆u(1) − ∆u(2)∥∥∆u(i)
∥∥ ≤ R

R

d1,2 =
∥∥u(1) − u(2)
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∥∥∆u(1) −∆u(2)

∥∥
u(1) ∈ RN u(2) ∈ RN

d(u(i), ũ) =
∥∥ũ− u(i)

∥∥ ≤
d1,2 =

∥∥∆u(1) −∆u(2)
∥∥ .

1 2,3 3
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3

G =
(V,E) In ⊂ V, |In| = n

G
b ∈ V pesc(a→b)

a b
a

pesc(a→b) = P{Xj = b, Xi �= a, 0 ≤ i ≤ j < ∞|X0 = a}.
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uµ−1 (1− u)ν−1

B(µ, ν)
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µ ν

B(µ, ν) =
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tµ−1 (1− t)ν−1 dt
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(a, b) −∞ < a < b = +∞
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−∞ = a < b < +∞

ξ = γ(λ,ν)

f (λ,ν)
γ (u) =

λν uν−1 e−λu

Γ(ν)
, u > 0 (2)

λ ν
Γ(ν) =
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tν−1 e−t dt
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(0,1)
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√
2π
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(µ,ν)
0 γ

(λ,ν)
0 β(µ,ν)

γ(λ,ν)

fξ(u) �

�

fξ(u)

1939

x =

N∑
i=1

ξi, ξi ∈ Poisson(φ), N ∈ Poisson(λ),

GA(z) = exp(λ(eφ(z−1) − 1)).

GB(z) = exp
λ(eφ(z−1) − 1)

φ(z − 1)− 1
, GC(z) = exp

λ(2eφ(z−1) − φ(z − 1)− 1)

(φ(z − 1))2 − 1
.

(φ, λ)

©
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µ, ν λ

β
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�

fξ(u)

1939

x =

N∑
i=1

ξi, ξi ∈ Poisson(φ), N ∈ Poisson(λ),

GA(z) = exp(λ(eφ(z−1) − 1)).
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λ(2eφ(z−1) − φ(z − 1)− 1)

(φ(z − 1))2 − 1
.

(φ, λ)

©



70

φ, λ

P0 = exp(λ(e−φ − 1)), Px = (λφ/x)e−φ
x−1∑
j=0

(λj/j!)Px−j−1.

P0 = exp(λ/φ(1− φ− eφ)), Px =
λ

xφ

x−1∑
j=0

(j + 1)(1− e−φ

j+1∑
i=0

φi

i!
)Px−j−1.

P0 = exp(2
λ

φ2
(e−φ − 1− φ2

2
+ φ)),

Px =
2λeφ

xφ2

x−1∑
j=0

(j + 1)(φ(eφ −
j∑

i=0

φi

i!
)− (j + 2)(eφ −

j+1∑
i=0

φi

i!
))Px−j−1.

φ, λ

λ ∈ [0, 20] 0.1 φ ∈ [0, 50] 0.1

(φ, λ)

(φ, λ)

λ = 6.2
φ

(φ, λ)
(φ, λ)

(φ, λ)

λ
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φ, λ
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λ
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P0 = exp(2
λ

φ2
(e−φ − 1− φ2

2
+ φ)),

Px =
2λeφ

xφ2

x−1∑
j=0

(j + 1)(φ(eφ −
j∑

i=0

φi

i!
)− (j + 2)(eφ −

j+1∑
i=0

φi

i!
))Px−j−1.

φ, λ

λ ∈ [0, 20] 0.1 φ ∈ [0, 50] 0.1

(φ, λ)

(φ, λ)

λ = 6.2
φ

(φ, λ)
(φ, λ)

(φ, λ)

λ
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G =< V,E > V
E G

N
V

nv v, v ∈ V ;
cvi i, i ∈ N

v, v ∈ V, cvi > 0;
pvi i

v, pvi ≥ cvi ;
avi i v, avi > 0
nv ·e−av

i p
v
i v

i i
v G. K

v.
v |K|.

Γv = 〈K,Qv,
{
hv
i (p

v(K))
}
i∈K

〉,

Qv =
∏

i∈K Qv
i Qv

i = [cvi ; +∞).

Γv

hv
i (p

v(K)) = (pvi − cvi )e
−av

i p
v
i fi(p

v(K \ {i})),
Γv

P (pv(K)) =
∏
k∈K

(pvk − cvk)e
−av

kp
v
k

©

p̄v(K) =
(
p̄v1, ..., p̄

v
|K|

)
,

p̄vi = cvi +
1

avi
∀i ∈ K.

N = {1, 2, 3} v
Γv

hv
1(p

v
1, p

v
2) = nv(pv1 − cv1)e

−av
1p

v
1

(
1

2
e−av

2p
v
2 + (1− e−av

2p
v
2 )

)
;

hv
2(p

v
1, p

v
2) = nv(pv2 − cv2)e

−av
2p

v
2

(
1

2
e−av

1p
v
1 + (1− e−av

1p
v
1 )

)
;

P (pv1, p
v
2) = (pv1 − cv1)(p

v
2 − cv2)e

−a1p
v
1−a2p

v
2 .

bv = 5, av1 = 0.1, av2 = 0.2. cv1 = 50, cv2 = 25.
P (pv1, p

v
2) p̄v(K) = p̄v({1, 2}) =

(p̄v1, p̄
v
2) = (60, 30)

P (pv1, p
v
2) = (pv1 − 50)(pv2 − 25)e−0.1pv

1−0.2pv
2 , pv1 ∈ [50; 80], pv2 ∈ [25; 50].
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N
V

nv v, v ∈ V ;
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nv ·e−av
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v
i v

i i
v G. K
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v |K|.
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hv
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∏
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i p
v
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∏
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v
k

©
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v
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bv = 5, av1 = 0.1, av2 = 0.2. cv1 = 50, cv2 = 25.
P (pv1, p

v
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A = (aij) n

(A) =
∑

(i1i2|...|in−1in)

ai1i2 . . . ain−1in ,

{1, 2, . . . , n}
(i1i2), . . . , (in−1in)

n = 4
(A) = a12a34 + a13a24 + a14a23

n×n
O(n32n/2)

©

A = (aij)
n {uij

1 ≤ i < j ≤ n}

B = (bij)

bij =




uij
√
aij 1 ≤ i < j ≤ n

−uij
√
aij 1 ≤ j < i ≤ n

0 i = j

E(detB) = (A) n× n
O(n3) detB

a, b

Ta,b 2m
(i, i + 2) (i, i − 2) a

b

Hf(Ta,b) =

m∑
k=0

(a− b)m−kbk
(2k)!

k!2k




�m−k
2 �∑

i=max (0,�m−3k
2 �)

Cm−k−i
2k+i · Ci

m−k−i


 .



75

A = (aij) n

(A) =
∑

(i1i2|...|in−1in)

ai1i2 . . . ain−1in ,

{1, 2, . . . , n}
(i1i2), . . . , (in−1in)

n = 4
(A) = a12a34 + a13a24 + a14a23

n×n
O(n32n/2)

©

A = (aij)
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

uij
√
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−uij
√
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0 i = j

E(detB) = (A) n× n
O(n3) detB

a, b

Ta,b 2m
(i, i + 2) (i, i − 2) a

b

Hf(Ta,b) =

m∑
k=0

(a− b)m−kbk
(2k)!

k!2k




�m−k
2 �∑

i=max (0,�m−3k
2 �)

Cm−k−i
2k+i · Ci

m−k−i


 .
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G

G Nk(G) k
k (g) = (g1, . . . , gk)

G 〈g1, . . . , gk〉 = G
(g) = (g1, . . . , gk)

(i, j), 1 � i �= j � k
(i, j)

R±
i,j : (g1, . . . , gi, . . . , gk) → (g1, . . . , gi · g±1

j , . . . , gk),

L±
i,j : (g1, . . . , gi, . . . , gk) → (g1, . . . , g

±1
j · gi, . . . , gk).

k
k t

G

©

e

(g1, . . . , gk) l g1, . . . , gl G
gl+1 = . . . = gk = e

k > 2 log2 |G| t
k

G Qk, Q
∗
k

k
g ∈ Nk(G) Qk = Q∗

k

σ k
An

P{σ(1) = 1} =
1

n
− 1

nk
+O

(
1

n2k−1

)
.

k

G

(g)(t) = (g
(t)
1 , . . . , g

(t)
k )

(g)(0) = (g
(0)
1 , . . . , g

(0)
k ) = (g1, . . . , gk) k = 2

(h1, h2) → (h1, h1h2)

(h1, h2) → (h1h2, h2) (g)(t) = (g
S1(t)
1 , g

S2(t)
2 )

P{(S1(t+ 1), S2(t+ 1)) = (S1(t), S1(t) + S2(t))} =

= P{(S1(t+ 1), S2(t+ 1)) = (S1(t) + S2(t), S2(t))} =
1

2
.

(S1(t), S2(t))
(1, 1)

1
2
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G

G Nk(G) k
k (g) = (g1, . . . , gk)

G 〈g1, . . . , gk〉 = G
(g) = (g1, . . . , gk)

(i, j), 1 � i �= j � k
(i, j)
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k
k t

G

©

e

(g1, . . . , gk) l g1, . . . , gl G
gl+1 = . . . = gk = e

k > 2 log2 |G| t
k

G Qk, Q
∗
k

k
g ∈ Nk(G) Qk = Q∗

k

σ k
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P{σ(1) = 1} =
1

n
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nk
+O

(
1

n2k−1

)
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k

G

(g)(t) = (g
(t)
1 , . . . , g

(t)
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(g)(0) = (g
(0)
1 , . . . , g

(0)
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S1(t)
1 , g

S2(t)
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P{(S1(t+ 1), S2(t+ 1)) = (S1(t), S1(t) + S2(t))} =

= P{(S1(t+ 1), S2(t+ 1)) = (S1(t) + S2(t), S2(t))} =
1

2
.
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(1, 1)

1
2



78

[0, 1]

n

F1, F2, . . .
XN = {X1, . . . , XN} S0 ⊆ XN

XN |S0| = m Ft ( . . . F2 (F1 (S0)) . . . )
S0 t

S0 F1, . . . , Ft

S1 = F1(S0), S2 = F2(F1(S0)), . . . , St = Ft(Ft−1(. . . (F1(S0)) . . .)).

{Sj}tj=0 {|Sj |}tj=0

{|Sj |}tj=0

{Sk}tk=0

{Sk}tk=0

m t N
St

m n N → ∞ m N1/4

n = o(m) x ∈ R t

t = t(N,m, n) = 2N

(
1

n
− 1

m

)
+ x

2N√
3

√(
1

n3
− 1

m3

)

P

{
|St| ≤

N

N/m+ t/2

}
→ Φ(x) ,

Φ(x)

|St|
N ≈ 1

N/|S0|+t/2 .

m ≥ n m, n ∈ N

pm,n(t,N)=P {|Ft...1(X1, X2, . . . , Xm)|=n}=P
{
|St|=n

∣∣|S0|=m
}
,

©
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[0, 1]

n

F1, F2, . . .
XN = {X1, . . . , XN} S0 ⊆ XN

XN |S0| = m Ft ( . . . F2 (F1 (S0)) . . . )
S0 t
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{Sj}tj=0 {|Sj |}tj=0

{|Sj |}tj=0

{Sk}tk=0

{Sk}tk=0

m t N
St

m n N → ∞ m N1/4

n = o(m) x ∈ R t

t = t(N,m, n) = 2N

(
1

n
− 1

m

)
+ x

2N√
3

√(
1

n3
− 1

m3

)

P

{
|St| ≤

N

N/m+ t/2

}
→ Φ(x) ,

Φ(x)

|St|
N ≈ 1

N/|S0|+t/2 .

m ≥ n m, n ∈ N

pm,n(t,N)=P {|Ft...1(X1, X2, . . . , Xm)|=n}=P
{
|St|=n

∣∣|S0|=m
}
,

©
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Ft...1(·) = Ft (. . . (F1(·)) . . .) X1, X2, . . . , Xm ∈ XN

pn,n(t,N) =

(
n−1∏
i=1

(
1− i

N

))t

,

pn+1,n(t,N) =
n+ 1

2

(
1−

(
1− n

N

)t
)(

n−1∏
i=1

(
1− i

N

))t

,

pm,n(1, N) =
∑

2≤j1<j2<...<jm−n≤m

n−1∏
i=1

(
1− i

N

)m−n∏
v=1

jv − v

N
.

|St|
m > n m,n > 1 t ∈ N

pm,n(t,N) =

t∑
i=1

(
N [m]

Nm

)i−1 m−1∑
j=n

pj,n(t− i, N)
(

j
N

)m (
N
j

)
P {µ0(m, j) = 0} ,

pn,n(0, N) = 1 pj,n(0) = 0 j = n + 1, n + 2, . . . ,m pn,n(t,N)
pn+1,n(t,N)

M{|St| | |S0| = m}
o(m)

m, t,N → ∞ mt = o(N)

x ∈ XN

F1, F2, . . . 1 � m � N t ≥ 1

1

N

4∑
k=1

(−1)k−1

(
m

k

)
pk(t,N) � P{x ∈ St | |S0| = m}

�
1

N

5∑
k=1

(−1)k−1

(
m

k

)
pk(t,N),

p1(t,N) = 1 p2(t,N) = 1 −
(

N [2]

N2

)t

p3(t,N) = 1 − 3
2

(
N [2]

N2

)t

+
1
2

(
N [3]

N3

)t

p4(t,N) = 1− 9N−11
5N−6

(
N [2]

N2

)t

+
(

N [3]

N3

)t

− N−1
5N−6

(
N [4]

N4

)t

p5(t,N) =

1− 5(4N−5)
2(5N−6)

(
N [2]

N2

)t

+ 5(4N−7)
2(7N−12)

(
N [3]

N3

)t

− 5(N−1)
2(5N−6)

(
N [4]

N4

)t

+ N−1
2(7N−12)

(
N [5]

N5

)t

.

4∑
k=1

(−1)k−1

(
m

k

)
pk(t,N) � M{|St| | |S0| = m}

<

5∑
k=1

(−1)k−1

(
m

k

)
pk(t,N).
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t∑
i=1

(
N [m]

Nm
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j
N
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N
j

)
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pn+1,n(t,N)

M{|St| | |S0| = m}
o(m)

m, t,N → ∞ mt = o(N)

x ∈ XN

F1, F2, . . . 1 � m � N t ≥ 1

1

N

4∑
k=1
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m

k
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�
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N

5∑
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(−1)k−1

(
m

k
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p1(t,N) = 1 p2(t,N) = 1 −
(

N [2]

N2
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(
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N2

)t

+
1
2

(
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N3
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(
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)t
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(
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N5
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(
m

k

)
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<

5∑
k=1

(−1)k−1

(
m

k

)
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P (X)
(X, ρ)

ρP Pn(X) P (X)
n ε > 0 µ ∈ P (X)

N(µ, ε) = min{n : ρP (µ, Pn(X)) ≤ ε} N(µ, ε)
ε

µ µ N(µ, ε)
ε → 0 N(µ, ε)

ord(µ) ord(µ) µ

ord(µ) = limε→0
ln(N(µ, ε))

ln 1/ε
, ord(µ) = limε→0

ln(N(µ, ε))

ln 1/ε
. (1)

ord(µ) ord(µ)

X

exp(X) (X, ρ)
X

ρH n ∈ N expn(X) =
{F ∈ exp(X) : |F | ≤ n} ⊂ exp(X) F ∈ exp(X) ε > 0
N(F, ε) = min{n : ρH(F, expn(X)) ≤ ε}

F

dimBF = limε→0
ln(N(F, ε))

ln 1/ε
, dimBF = limε→0

ln(N(F, ε))

ln 1/ε
.

©

µ ∈ P (X)

ord(µ) ≤ dimB(supp(µ)), ord(µ) ≤ dimB(supp(µ)).

(X, ρ)
µ ∈ P (X) supp(µ) = X ord(µ) = ord(µ) = 0

µ ∈ P (X)

dimBµ = lim
ε→0

inf{dimBF : µ(F ) > 1− ε},

dimBµ = lim
ε→0

inf{dimBF : µ(F ) > 1− ε}.

µ
ord(µ) > 0 µ

(X, ρ)
µn = 1

|Xn|
∑

x∈Xn
δx

Xn = supp(µn) ⊂ X
|Xn| = N(X, 1/n) ρH(Xn, X) ≤ 1/n

(X, ρ)

µu
X supp(µu

X) = X µu
X

X
(X, ρ)

(X, ρ)
a µu

X = δa
(Y, ρ)

Π
[0, 1]
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P (X)
(X, ρ)

ρP Pn(X) P (X)
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ε
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ord(µ) = limε→0
ln(N(µ, ε))

ln 1/ε
, ord(µ) = limε→0

ln(N(µ, ε))

ln 1/ε
. (1)

ord(µ) ord(µ)

X

exp(X) (X, ρ)
X

ρH n ∈ N expn(X) =
{F ∈ exp(X) : |F | ≤ n} ⊂ exp(X) F ∈ exp(X) ε > 0
N(F, ε) = min{n : ρH(F, expn(X)) ≤ ε}

F

dimBF = limε→0
ln(N(F, ε))

ln 1/ε
, dimBF = limε→0

ln(N(F, ε))

ln 1/ε
.

©

µ ∈ P (X)

ord(µ) ≤ dimB(supp(µ)), ord(µ) ≤ dimB(supp(µ)).

(X, ρ)
µ ∈ P (X) supp(µ) = X ord(µ) = ord(µ) = 0

µ ∈ P (X)

dimBµ = lim
ε→0

inf{dimBF : µ(F ) > 1− ε},

dimBµ = lim
ε→0

inf{dimBF : µ(F ) > 1− ε}.

µ
ord(µ) > 0 µ

(X, ρ)
µn = 1

|Xn|
∑

x∈Xn
δx

Xn = supp(µn) ⊂ X
|Xn| = N(X, 1/n) ρH(Xn, X) ≤ 1/n

(X, ρ)

µu
X supp(µu

X) = X µu
X

X
(X, ρ)

(X, ρ)
a µu

X = δa
(Y, ρ)

Π
[0, 1]
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ρ1
Π (Π, ρ1)

ρ2
Π (Π, ρ2)

(X, ρ)
X

X
F ⊂ X

dimBF = dimBX, dimBF = dimBX

X (Rn, ρ) ρ
ρ(x, y) = max{|xi − yi| : i = 1, . . . , n}

µu
X = 1

µ(X) (µ|X) µ Rn

F(X)
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ρ1
Π (Π, ρ1)

ρ2
Π (Π, ρ2)

(X, ρ)
X

X
F ⊂ X

dimBF = dimBX, dimBF = dimBX

X (Rn, ρ) ρ
ρ(x, y) = max{|xi − yi| : i = 1, . . . , n}

µu
X = 1

µ(X) (µ|X) µ Rn

F(X)
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ξn n = 1, 2, . . . , N

m1

ξn − m1 n = 1, 2, . . . , N

fD(x|m) =
(2πD)−1/2 exp(−(x − m)2/(2D)) m

D
D

θ = (0,m)
Θ = {θ : |m| ≤ C} 0 < C < ∞

©

σ n

LN (σ, θ) = N max(0,m)−Eσ,θ

(
N∑

n=1

ξn

)
,

σ
N max(0,m)

λ(m)

RM
N (Θ) = inf

{σ}
sup
Θ

LN (σ, θ), RB
N (λ) = inf

{σ}

∫

Θ

LN (σ, θ)λ(θ)dθ,

N → ∞
RM

N (Θ) ∼ r(DN)1/2

N r ≈ 0,37
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D

D

Sn
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D

D

Sn
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n (0, 1)

η1, . . . , ηN

N
n η1 + · · ·+ ηN = n

ξ1, . . . , ξN
η1, . . . , ηN

P{η1 = k1, . . . , ηN = kN}
= P{ξ1 = k1, . . . , ξN = kN | ξ1 + · · ·+ ξN = n},

k1, . . . , kN η1, . . . , ηN
n N

ξ1, . . . , ξN

η1, . . . , ηN

K N

N n
n

ξ1, . . . , ξN

P{ξ1 = k} =
bkθ

k

k!B(θ)
,

b0, b1, b2, . . .
B(θ) =

∑∞
k=0 bkθ

k/k!, θ
B(θ)

θ
N θ

Ar r ≥ 2 b0 > 0 b1 = · · · = br−1 = 0
br > 0 1
A1 b0, b1 > 0

SN =
∑N

k=1 ξk N → ∞
θ = θ(N) θ

0 B(θ)
N → ∞ θ → 0 SN

r
θ

B(θ)
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n (0, 1)

η1, . . . , ηN

N
n η1 + · · ·+ ηN = n

ξ1, . . . , ξN
η1, . . . , ηN

P{η1 = k1, . . . , ηN = kN}
= P{ξ1 = k1, . . . , ξN = kN | ξ1 + · · ·+ ξN = n},
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K N

N n
n
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bkθ

k
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b0, b1, b2, . . .
B(θ) =

∑∞
k=0 bkθ

k/k!, θ
B(θ)

θ
N θ

Ar r ≥ 2 b0 > 0 b1 = · · · = br−1 = 0
br > 0 1
A1 b0, b1 > 0

SN =
∑N

k=1 ξk N → ∞
θ = θ(N) θ

0 B(θ)
N → ∞ θ → 0 SN

r
θ

B(θ)
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©

n m A

GF (q) m − n = k
k

l l + k ≥ 0

lim
n→∞

P{rank(A) = n− l} = ql(k+l)
∞∏

i=l+1

(
1− 1

qi

) k+l∏
j=1

(
1− 1

qj

)−1

.

n

m m > n si i = 1, . . . , n

©
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©

n m A

GF (q) m − n = k
k

l l + k ≥ 0

lim
n→∞

P{rank(A) = n− l} = ql(k+l)
∞∏

i=l+1

(
1− 1

qi

) k+l∏
j=1

(
1− 1

qj

)−1

.

n

m m > n si i = 1, . . . , n

©
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B n×m, n < m,
b1, . . . , bn

m s1, . . . , sn
l ∈ {1, . . . , n− 1}

P{rank(B) ≤ n− l} ≤

≤ 1

l2m

m∑
t=0

Ct
m

[
n∏

i=1

(
1 +

Km
si (t)

Csi
m

)
−

n∑
i=1

Km
si (t)

Csi
m

− 1

]
,

Km
s (t) =

min(s,t)∑
j=0

(−1)jCj
tC

s−j
m−t

∞∑
s=0

Km
s (t)zs = (1− z)m(1 + z)m−t.

min(s,t)∑
j=0

Cj
tC

s−j
m−t = Cs

m,
∣∣∣Km

s (t)
Cs

m

∣∣∣ < 1

Q(s1, . . . , sn) =

n∑
i=1

1√
Csi

m

.

1 s1, . . . , sn
t0 ≤ m

2

Ct0
m ≥ 2mQ2(s1, . . . , sn).

l ∈ {1, . . . , n− 1}

lP{rank(B) ≤ n− l} ≤ 2n−m+1
t0∑
t=0

Ct
m + e(m− 2t0 + 1)Q2(s1, . . . , sn),

P{rank(B) < n} ≤ 2n−m+1
t0∑
t=0

Ct
m + e(m− 2t0 + 1)Q2(s1, . . . , sn).

GF(p)

Fp



95

B n×m, n < m,
b1, . . . , bn

m s1, . . . , sn
l ∈ {1, . . . , n− 1}

P{rank(B) ≤ n− l} ≤

≤ 1

l2m

m∑
t=0

Ct
m

[
n∏

i=1

(
1 +

Km
si (t)

Csi
m

)
−

n∑
i=1

Km
si (t)

Csi
m

− 1

]
,

Km
s (t) =

min(s,t)∑
j=0

(−1)jCj
tC

s−j
m−t

∞∑
s=0

Km
s (t)zs = (1− z)m(1 + z)m−t.

min(s,t)∑
j=0

Cj
tC

s−j
m−t = Cs

m,
∣∣∣Km

s (t)
Cs

m

∣∣∣ < 1

Q(s1, . . . , sn) =

n∑
i=1

1√
Csi

m

.

1 s1, . . . , sn
t0 ≤ m

2

Ct0
m ≥ 2mQ2(s1, . . . , sn).

l ∈ {1, . . . , n− 1}

lP{rank(B) ≤ n− l} ≤ 2n−m+1
t0∑
t=0

Ct
m + e(m− 2t0 + 1)Q2(s1, . . . , sn),

P{rank(B) < n} ≤ 2n−m+1
t0∑
t=0

Ct
m + e(m− 2t0 + 1)Q2(s1, . . . , sn).

GF(p)

Fp
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1 2

1

2
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1 2

1

2
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y = a
x + b a
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y = a
x + b a
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a b
zij

j i i = 1, . . . , 48
j ≤ 3 j = 4

ai bi zi1 zi2 zi3 zi4

d
(1)
ij = |ai − aj |

χ2

d
(2)
ij = nij(

4∑
k=1

(
z2
ik

zi(zik+zjk)
+

z2
jk

zj(zik+zjk)
)− 1) nij =

4∑
k=1

(zik + zjk)

zi =
4∑

k=1

zik i, j = 1, . . . , 48

r ≈ 0, 76

d
(1)
ij d

(2)
ij

b

d
(2)
ij d

(3)
ij = |bi − bj | r ≈ 0, 38

d
(1)
ij d

(2)
ij
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a b
zij

j i i = 1, . . . , 48
j ≤ 3 j = 4

ai bi zi1 zi2 zi3 zi4

d
(1)
ij = |ai − aj |

χ2

d
(2)
ij = nij(

4∑
k=1

(
z2
ik

zi(zik+zjk)
+

z2
jk

zj(zik+zjk)
)− 1) nij =

4∑
k=1

(zik + zjk)

zi =
4∑

k=1

zik i, j = 1, . . . , 48

r ≈ 0, 76

d
(1)
ij d

(2)
ij

b

d
(2)
ij d

(3)
ij = |bi − bj | r ≈ 0, 38

d
(1)
ij d

(2)
ij
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©

N
N ≥ 2 C1, . . . , CN Ci

wi > 0
Ci

wi W =
∏N

i=1 wi

T R
T = T1 ∪ . . .∪ TR

r ∈ R = {1, . . . , R}
r

σr =

{
pr

p1+...+pR
, pr > 0,

ε > 0, ,

pr r

Ci

r

nr r
δ(nr)

δ(nr) =
N + 1− nr

N
.

Ci r

Uir = wi (αδ(nr) + (1− α)σr) .

α ∈ [0, 1]
α → 0

α → 1

Γ = 〈C,R, U〉 C
R U

s̄ = (s1, . . . , sN ) si = r
r Ci
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©

N
N ≥ 2 C1, . . . , CN Ci

wi > 0
Ci

wi W =
∏N

i=1 wi

T R
T = T1 ∪ . . .∪ TR

r ∈ R = {1, . . . , R}
r

σr =

{
pr

p1+...+pR
, pr > 0,

ε > 0, ,

pr r

Ci

r

nr r
δ(nr)

δ(nr) =
N + 1− nr

N
.

Ci r

Uir = wi (αδ(nr) + (1− α)σr) .

α ∈ [0, 1]
α → 0

α → 1

Γ = 〈C,R, U〉 C
R U

s̄ = (s1, . . . , sN ) si = r
r Ci
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w1 = . . . = wN

Γ

Φ(s̄) =
∏
r∈R

nr∏
k=1

W

(
α
N + 1− k

N
+ (1− α)σr

)
=

∏
r∈R

φr.

σr > 0 φr > 0 ∀r, ∀s̄
k r t

∆Uk = wk

(
(1− α)(σt − σr) +

α

N
(nr − nt − 1)

)
,

Φ

∆Φ = Wφ′
rφt

(
(1− α)(σt − σr) +

α

N
(nr − nt − 1)

)
,

φ′
r φt

Φ
Γ

X1, X2, . . .
P (Xi = 1) = p

P (Xi = 0) = 1 − p n
k(n) n → ∞

k = k(n) → ∞ µ0

Ĥ =
ln(2k − µ0)

k
,

H(p) = −p ln p − (1 −
p) ln(1 − p)

f(p) = log 1−p
p

2(1− p) p ∈ (0, 1
2 )

⋃
( 12 , 1) f(p) = p

p ∈ {0, 1
2 , 1} f(p)

0 1 f(1−p) =
1−f(p) n k

k(n)
n = n(k) → ∞ k → ∞

n = qk2
k limk→∞

ln qk
k = 0 Ĥ
H(f(p)) H(f(p)) ≥

H(p) p = 0, 1
2 , 1

n = qk2
k 1

k100 ≤ qk ≤ k100

©
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w1 = . . . = wN

Γ
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r∈R

nr∏
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H(f(p)) H(f(p)) ≥

H(p) p = 0, 1
2 , 1

n = qk2
k 1

k100 ≤ qk ≤ k100

©



108

7! = 5040

b[i, j, t]
b[i, t] i t b[1, t[6], t] =

b[1, t[7], t] = 1 b[2, t[2], t] = b[2, t[6], t] = 0 b[3, t[1], t] = b[3, t[2], t] = 0
b[4, t[1], t] = b[4, t[3], t] = b[4, t[5], t] = 0 b[5, t[1], t] = b[1, t[7], t] = 0
b[6, t[7], t] = 0 b[7, t[5], t] = b[7, t[6], t] = b[7, t[7], t] = 1 b[8, j, t] = 1
b[9, t[1], t] = 0 b[0, t[4], t] = 0

b[i, t] i
B[t]

©

t

v[i, t] = {x[i, t], y[i, t], z[i, t]} i
t x[i, t] y[i, t] z[i, t]

x[i, t] =
∑7

j=1 b[i, j, t]

y[i, t] = b[i, 1, t] +
∑7

j=2 c[i, j, t]

z[i, t] = max
∑7

j=1 b[i, j, t]
∏m

k=j b[i, k, t]; c[i, j, t] = (1− b[i, j − 1, t])b[i, j, t]
w[i, t] = {y[i, t], z[i, t]}

j k m

j k k
n

p m n p q
j q

j q
s

t = 2453671
1, . . . , 9, 0

9! = 362880
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G = (V,E) V =
{1, ..., n} E E G

(i → j) (i ↔ j)
G

X = Bt
GX +AtH + ε,

X = (X1, ..., Xn)
t

Σ = (σij) H = (H1, ..., Hk)
t

M(Hj) = 0 M(Hj)
2 = 1 A = (aij) ∈ Rk×n BG = (bij) ∈ Rn×n

bij = 0 i → j /∈ E ε = (ε1, ..., εn)
t

ΩG = (ωij) ωij = 0 i ↔ j /∈ E
H ε

G BG ΩG

θG = (A,BG,ΩG) A
BG ΩG PDV n× n

BG

I − BG

ΩG = {θG : A = (aij) ∈ Rk×n, BG ∈ BG,ΩG ∈ PDV }.
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G = (V,E) V =
{1, ..., n} E E G

(i → j) (i ↔ j)
G

X = Bt
GX +AtH + ε,
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θG ∈ ΘG

Σ = (I −BG)
−t(Ω +AAt)(I −BG)

−1.

MG

G

NG = {N(0,Σ) : Σ ∈ MG}.

M(Θ)
{Pθ, θ ∈ Θ} M(Θ)

θ ∈ Θ θ
′ ∈ Θ

Pθ Pθ′

M(Θ)
θ ∈ Θ θ

′ ∈ Θ θ
′
/∈ θ Pθ′ = Pθ

M(Θ)

θ ∈ Θ
′ ⊆ Θ Θ \Θ′

Σ
A

ΩG BG

G = (V,E) G
G = (V,E) V = {i = (i1, ..., ik), 1 � i1 < i2 < ... < ik � k}
E = {(i, j)|i = (i1, ..., ik), j = (j1, ..., jk), (is, jl) ∈ E, s, l = 1, ..., k}

G

G

k = 1

k

G

G
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θG ∈ ΘG

Σ = (I −BG)
−t(Ω +AAt)(I −BG)

−1.

MG

G

NG = {N(0,Σ) : Σ ∈ MG}.

M(Θ)
{Pθ, θ ∈ Θ} M(Θ)

θ ∈ Θ θ
′ ∈ Θ

Pθ Pθ′
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θ ∈ Θ θ

′ ∈ Θ θ
′
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Σ
A

ΩG BG

G = (V,E) G
G = (V,E) V = {i = (i1, ..., ik), 1 � i1 < i2 < ... < ik � k}
E = {(i, j)|i = (i1, ..., ik), j = (j1, ..., jk), (is, jl) ∈ E, s, l = 1, ..., k}

G

G

k = 1

k

G

G
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xt ∈ A
Ω, F, P t xt

t A

A t

xt

t ∈ Z = {. . . ,−1, 0, 1, . . .}
A |A| = N 2 ≤ N ≤ +∞ N

A = {0, 1, . . . , N − 1}

xt = µtxt−γt
+ (1− µt)ξt,

©

ξt ∈ A µt ∈ V = {0, 1} γt ∈ {1, 2, . . . , s}

pi1,...,is,is+1
::= P{xt+1 = is+1|xt = is, . . . , xi−s+1 = i1} =

=
∑s

j=1 λj(Q
(j))ij ,is+1

, i1, . . . , is+1 ∈ A,

{λj}, {Q(j)}

s

xt = (θ1xt−1 + . . .+ θsxt−s + ξt) mod N,

θ1, . . . , θs ∈ A θs �= 0

s r

pi1,...,is,is+1
= (Q)im1 ,...,imr ,is+1 ,

s, 1 ≤ r ≤ s Q M = (m1, . . . ,mr)

pi1,...,is,is+1
=

K∑
k=0

I{< (is−L+1, . . . , i1) >= k}(Q)(mk))ibk ,is+1
,

s K L {bk} {mk} {Q(mk)} I{·}

N = 2

pi1,...,is,is+1
=

{
F (

∑m
j=1 ajψj(i1, . . . , is)), is+1 = 1 ,

1− F (
∑m

j=1 ajψj(i1, . . . , is)), is+1 = 0

F (·) {ψj(·)} m, {aj}

pi1,...,is,is+1 = C
is+1

N Θis+1(1−Θ)N−is+1 ,
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t A

A t
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©

ξt ∈ A µt ∈ V = {0, 1} γt ∈ {1, 2, . . . , s}
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Θ = Θ(i1, . . . , is) = F (

m∑
j=1

ajψj(i1, . . . , is)).

N
1 N

A
η(2)

A A
η1, . . . , ηN

λ > 0

{ηi = k} =
λk

k!
e−λ, k = 0, 1, 2, . . . , i = 1, . . . , N,

N → ∞ F (z)
η(2)

F (z) = eλ(e
−λ−1) + e−λ

∞∑
k=1

λk

k!
sk(λ)z

k,

©
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N
1 N
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A A
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s1(λ) = λe−λeλe
−λ

, sk = λe−λ dsk−1(λ)

d (λe−λ)
, k = 2, 3, . . . ,

η(2)

{
η(2) = 0

}
= eλ(e

−λ−1),
{
η(2) = k

}
=

λke−λ

k!
sk(λ), k � 1,

sk(λ)

η1, . . . , ηN

{ηi = k} = pk > 0, k = 1, 2, . . . , i = 1, . . . , N

k → ∞

pk ∼ d

kg(ln k)h
, h � 0, g � 1, h+ g > 1, d > 0.

N → ∞ F (z)

g > 7/3

F (z) = F1

(
F

′

1(z)

F
′
1(1)

)
,

F1(z) =
∞∑
k=1

pkz
k F

′

1(z) =
∞∑
k=1

kpkz
k−1

•

•

•

•

•

©
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•

•
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©



120

Ek = {0, 1, . . . , k − 1}
Ek

p = (p0, . . . , pk−1)∑
pi = 1 pi � 0 i = 0, . . . , k − 1

Rk S(k)

e0, . . . , ek−1

Pk(n) = {f(x1, . . . , xn) : E
n
k → Ek} Pk =

∞⋃
n=1

Pk(n)

X1, . . . , Xn

Ek p1, . . . ,pn

©
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Ek
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©
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f(x1, . . . , xn) ∈ Pk(n) Y = f(X1, . . . , Xn)
q

qi =
∑

σ1,...,σn∈Ek:
f(σ1,...,σn)=i

p1σ1
· · · pnσn

.

f̂ : (S(k))n → S(k)

q = f̂(p1, . . . ,pn)

B ⊆ Pk B̂ = {f̂ | f ∈ B}
G ⊆ S(k) WB(G)

S(k) G
B̂

WB(G)

B
G

B
G ⊂ S(k) \ {e0, . . . , ek−1} |G| < ∞

WB(G) = S(k)

P2

B [B]
Pk(1) 0, 1, . . . , k− 1

c0, . . . , ck−1 Sk

Pk(1)
Ek G ⊆ S(k) Conv(G)

G
f(x1, . . . , xn) ∈ Pk

Ui(f) = {f(α1, . . . , αi−1, x, αi, . . . , αn−1) | (α1, . . . , αn−1) ∈ En−1
k }.

Ui(f) ⊆ Pk(1) σ : Pk → N
f(x1, . . . , xn) ∈ Pk

σ(f) ∈ {1, . . . , n} σ

B ⊆ Pk σ

Uσ(B) =


 ⋃
f∈B

Uσ(f)(f)


 .

G ⊆ S(k) B ⊆ Pk σ
H = Conv({ϕ̂(g) | ϕ ∈ Uσ(B),g ∈ G})

WB(H) = H

B ⊆ Pk

σ Uσ(B) � c0, . . . , ck−1

Pk(1)

B ⊆ Pk

f(x1, . . . , xn) ∈ B Ui(f) �⊆ Sk i = 1, . . . , n

P2

f(x1, . . . , xn) ∈ B ⊂ P2

xi + f ′(x1, . . . , xi−1, xi+1, . . . , xn) mod 2
i = 1, . . . , n B



123

f(x1, . . . , xn) ∈ Pk(n) Y = f(X1, . . . , Xn)
q

qi =
∑

σ1,...,σn∈Ek:
f(σ1,...,σn)=i

p1σ1
· · · pnσn

.

f̂ : (S(k))n → S(k)

q = f̂(p1, . . . ,pn)

B ⊆ Pk B̂ = {f̂ | f ∈ B}
G ⊆ S(k) WB(G)

S(k) G
B̂

WB(G)

B
G

B
G ⊂ S(k) \ {e0, . . . , ek−1} |G| < ∞

WB(G) = S(k)

P2

B [B]
Pk(1) 0, 1, . . . , k− 1

c0, . . . , ck−1 Sk

Pk(1)
Ek G ⊆ S(k) Conv(G)

G
f(x1, . . . , xn) ∈ Pk

Ui(f) = {f(α1, . . . , αi−1, x, αi, . . . , αn−1) | (α1, . . . , αn−1) ∈ En−1
k }.

Ui(f) ⊆ Pk(1) σ : Pk → N
f(x1, . . . , xn) ∈ Pk

σ(f) ∈ {1, . . . , n} σ

B ⊆ Pk σ

Uσ(B) =


 ⋃
f∈B

Uσ(f)(f)


 .

G ⊆ S(k) B ⊆ Pk σ
H = Conv({ϕ̂(g) | ϕ ∈ Uσ(B),g ∈ G})

WB(H) = H

B ⊆ Pk

σ Uσ(B) � c0, . . . , ck−1

Pk(1)

B ⊆ Pk

f(x1, . . . , xn) ∈ B Ui(f) �⊆ Sk i = 1, . . . , n

P2

f(x1, . . . , xn) ∈ B ⊂ P2

xi + f ′(x1, . . . , xi−1, xi+1, . . . , xn) mod 2
i = 1, . . . , n B



Заказ № 5547,21.


