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�� Introduction

A dynamic game model of a bioresource management problem ��sheries� is considered�

The center �state� which determines the reserved portion of the reservoir �where �shing

is prohibited�� and the players ��shing farms� which harvest �sh are the participants of

the game� Each player is an independent decision maker� guided by the considerations

of maximizing the pro�t from �sh sale� We consider �nite and in�nite planning horizon�

Pontryagin�s maximal principle and Hamilton�Jacobi�Bellman equation were applied to de�

termine Nash and Stakelberg equlibriums�

�� Game model

Let us consider the center� which determines the reserved area of the reservoir denoted

by s� � � s � 	� We consider the strategies of the two players which exploit the �sh stock

during T time periods� Let us divide the water area into two parts
 S� and S
� where �shing

is prohibited and allowed� respectively� Denote by x� and x
 the size of the population per

unit area of S� and S
� respectively� Then s � S��S is the reserved area� There is a

migratory exchange between the two parts of the reservoir with the exchange coe�cient

� � q�s� where q is the exchange rate�

The dynamics of the �shery is described by the system of equations

�

x���t� � �x��t� 
 ���x
�t� � x��t�� �

x�
�t� � �x
�t� 
 �
�x��t� � x
�t��� u�t�� v�t� � xi��� � x�i �
�	�

where x��t� � � � size of the population at time t in the reserved area� x
�t� � � � size of

the population at time t in the area where �shing is allowed� � � natural growth rate of the

population� u�t� � � � �rst farm�s �shing e�orts at time t� v�t� � � � second farm�s �shing

e�orts at time t� s�t� � reserved portion of the reservoir and �i � q�s � coe�cients of the

migratory exchange� i � 	� ��

Then the payo�s of the two players over a �xed time period ��� T � are

J� �
R T
� e�rt�m���x��t�� �x��
 
 �x
�t� � �x
�
� 
 c�u�t�
 � p�u�t�� dt �

J
 �
R T
� e�rt�m
��x��t�� �x��


 
 �x
�t� � �x
�

� 
 c
v�t�


 � p
v�t�� dt �
���
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where �xi�t� � size of the population which is optimal for reproduction� mi � penalty for

deviation from the state ��x�� �x
�� ci � catching costs of the i�th player and pi � market price

for each player� i � 	� ��

Let�s denote

cir � cie
�rt � mir � mie

�rt � pir � cie
�rt � i � 	� ��

We consider di�erent optimality principles�

���� Nash optimal solution

We are interested in the optimal solution of the following problem


�
J��u�� v�� � J��u� v�� � �u �

J��u�� v�� � J��u�� v� � �v �

The Hamilton function for player I is

H� � m�r��x��t�� �x��

 
 �x
�t� � �x
�


� 
 c�ru�t�

 � p�ru�t�



 ����t���x��t� 
 ���x
�t�� x��t���



 ��
�t���x
�t� 
 �
�x��t�� x
�t�� � u�t� � v�t�� �

Let�s �nd the maximum of H�


�H�

�u
� �c�ru�t� � p�r � ��
�t� � � �

Then the maximum is achieved at the point

u�t� �
��
�t� 
 p�r

�c�r
�

According to the maximum principle ���

�����t� � ��H�

�x�
� ��m�r�x��t�� �x��� ����t��� � ���� ��
�t��
 �

���
�t� � ��H�

�x�
� ��m�r�x
�t�� �x
�� ��
�t��� � �
�� ����t��� �

and the transversability conditions are

��i�T � � � � i � 	� � �

In a similar manner� for player II

H
 � m
r��x��t�� �x��

 
 �x
�t� � �x
�


� 
 c
rv�t�

 � p
rv�t�



 �
��t���x��t� 
 ���x
�t� � x��t���



 �

�t���x
�t� 
 �
�x��t� � x
�t�� � u�t�� v�t�� �

It yields

v�t� �
�

�t� 
 p
r

�c
r
�

and equations for additional variables are

��
��t� � ��H�

�x�
� ��m
r�x��t�� �x��� �
��t��� � ���� �

�t��
 �

��

�t� � ��H�

�x�
� ��m
r�x
�t�� �x
�� �

�t��� � �
�� �
��t��� �
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with the transversability conditions

�
i�T � � � � i � 	� � �

Finally� to �nd the Nash equilibrium we have to solve the following system


�����������
����������

x���t� � �x��t� 
 ���x
�t�� x��t�� �

x�
�t� � �x
�t� 
 �
�x��t�� x
�t�� �
����t��p�r


cr�
� ����t��p�r


c�r
�

�����t� � ��m�r�x��t� � �x��� ����t��� � ���� ��
�t��
 �

���
�t� � ��m�r�x
�t� � �x
�� ��
�t��� � �
�� ����t��� �

��
��t� � ��m
r�x��t� � �x��� �
��t��� � ���� �

�t��
 �

��

�t� � ��m
r�x
�t� � �x
�� �

�t��� � �
�� �
��t��� �

�i��T � � �i
�T � � � � xi��� � x�i �

Let�s recall our notations and introduce new variables


��ij � �ijert � i� j � 	� � �

Then for these variables we get the system


�����������
����������

x���t� � �x��t� 
 ���x
�t� � x��t�� �

x�
�t� � �x
�t� 
 �
�x��t� � x
�t���
�����t��p�


c�
�

�����t��p�

c�

�
������t� � ��m��x��t�� �x�� � �����t��� � �� � r�� ���
�t��
 �
����
�t� � ��m��x
�t�� �x
� � ���
�t��� � �
 � r�� �����t��� �
���
��t� � ��m
�x��t�� �x�� � ��
��t��� � �� � r�� ��

�t��
 �
���

�t� � ��m
�x
�t�� �x
� � ��

�t��� � �
 � r�� ��
��t��� �
��i��T � � ��i
�T � � � � xi��� � x�i �

���

Theorem ��

u��t� �
���
�t� 
 p�

�c�

and

v��t� �
��

�t� 
 p


�c

�

with ��i
� i � 	� � satis�ng ���� form the Nash optimal solution of the problem �������	

Proof	 See ����

Example�

Modelling was carried out for the following values
 q � ���� �� � �
 � q�s� � � �����

m� � m
 � ����� c� � c
 � 	�� p� � p
 � 	��� T � ���� r � ��	�

Let the initial size of the population be x���� � ��� x
��� � ��� And the optimal for

reproduction population sizes are �x� � 	�� and �x
 � 	���

You can see the optimal values of u��t� and v��t� �equal for both players� in Fig��� The

�gure indicates that the player�s strategies should equal � almost all the time� The size of

the population in the reserved area grows from �� to 	�� individuals �Fig�	�� The size of

the population in the area where �shing is allowed grows from �� to 	�� individuals �Fig����

The players� pro�ts given that they use the optimal strategies� are J� � J
 � 	�����������
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���� Stackelberg optimal solution

We are interested in the optimal solution of the following problem


���
��

max
v�R�u��

J��u�� v� � max
v�R�u�

J��u� v� �

where R�u� � fv j J
�u� v� � J
�u� v
��g �

and v� � R�u�� �

For solving this problem we use Pontryagin�s maximumprinciple modi�ed for a two level

game�

We �x some strategy u�t�� and the Hamilton function for player II is

H
 � m
r��x��t�� �x��

 
 �x
�t� � �x
�


� 
 c
rv�t�

 � p
rv�t�



 �
��t���x��t� 
 ���x
�t� � x��t���



 �

�t���x
�t� 
 �
�x��t� � x
�t�� � u�t�� v�t�� �

Wherefore

v�t� �
�

�t� 
 p
r

�c
r
�

and the equations for additional variables are

��
��t� � ��H�

�x�
� ��m
r�x��t�� �x��� �
��t��� � ���� �

�t��
 �

��

�t� � ��H�

�x�
� ��m
r�x
�t�� �x
�� �

�t��� � �
�� �
��t��� �

with the transversability conditions

�
i�T � � � � i � 	� � �

We substitute this strategy of player II into the system �	� and combine it with the

equations for additional variables

�������
������

x���t� � �x��t� 
 ���x
�t�� x��t�� �

x�
�t� � �x
�t� 
 �
�x��t�� x
�t�� � u� ����t��p�r

c�r

�

��
��t� � ��m
r�x��t� � �x��� �
��t��� � ��� � �

�t��
 �

��

�t� � ��m
r�x
�t� � �x
�� �

�t��� � �
� � �
��t��� �

�
��T � � �

�T � � � � xi��� � x�i �
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Then we repeat all operations using the Pontryagin�s maximumprinciple� The Hamilton

function for player I is

H� � m�r��x��t�� �x��
 
 �x
�t� � �x
�
� 
 c�ru�t�
 � p�ru�t�



 ����t���x��t� 
 ���x
�t�� x��t���



 ��
�t���x
�t� 
 �
�x��t�� x
�t�� � u�t� �
����t��p�r


c�r
�



 ���t����m
r�x��t�� �x�� � �
��t��� � ���� �

�t��
�



 �
�t����m
r�x
�t�� �x
� � �

�t��� � �
�� �
��t����

Let�s �nd the maximum of H�


�H�

�u
� �c�ru�t� � p�r � ��
�t� � � �

Then the maximum is achieved at the point

u�t� �
��
�t� 
 p�r

�c�r
�

According to the maximal principle ��������
����

�����t� � ��m�r�x��t� � �x��� ����t��� � ���� ��
�t��
 
 �m
r���t� �

���
�t� � ��m�r�x
�t� � �x
�� ��
�t��� � �
�� ����t��� 
 �m
r�
�t� �

����t� � � �H�

����
� ���t��� � ��� 
 �
�t��� �

��
�t� � � �H�

����
� ����t�


c�r

 �
�t��� � �
� 
 ���t��
 �

and the transversability conditions are

�
i�T � � � � �i��� � � �

Finally� to �nd the Stackelberg equilibrium we have to solve the following system
����������������
���������������

x���t� � �x��t� 
 ���x
�t�� x��t�� �

x�
�t� � �x
�t� 
 �
�x��t�� x
�t�� �
����t��p�r


c�r
�

����t��p�r

c�r

�

�����t� � ��m�r�x��t� � �x��� ����t��� � ���� ��
�t��
 
 �m
r���t� �

���
�t� � ��m�r�x
�t� � �x
�� ��
�t��� � �
�� ����t��� 
 �m
r�
�t� �

��
��t� � ��m
r�x��t� � �x��� �
��t��� � ���� �

�t��
 �

��

�t� � ��m
r�x
�t� � �x
�� �

�t��� � �
�� �
��t��� �

����t� � ���t��� � ��� 
 �
�t��� �

��
�t� �
����t�

c�r


 �
�t��� � �
� 
 ���t��
 �

�i��T � � �i
�T � � � � xi��� � x�i � �i��� � � �

Let�s recall our notations and introduce new variables


��ij � �ijert �

Then for these variables we get the system
����������������
���������������

x���t� � �x��t� 
 ���x
�t�� x��t�� �

x�
�t� � �x
�t� 
 �
�x��t�� x
�t�� �
�����t��p�


c�
�

�����t��p�

c�

�
������t� � ��m��x��t� � �x�� � �����t��� � �� � r�� ���
�t��
 
 �m
���t� �
����
�t� � ��m��x
�t� � �x
� � ���
�t��� � �
 � r�� �����t��� 
 �m
�
�t� �
���
��t� � ��m
�x��t� � �x�� � ��
��t��� � �� � r�� ��

�t��
 �
���

�t� � ��m
�x
�t� � �x
� � ��

�t��� � �
 � r�� ��
��t��� �

����t� � ���t��� � ��� 
 �
�t��� �

��
�t� �
�����t�

c�


 �
�t��� � �
� 
 ���t��
 �
��i��T � � ��i
�T � � � � xi��� � x�i � �i��� � � �

���
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Theorem �� The strategies

u��t� �
���
�t� 
 p�

�c�

and

v��t� �
��

�t� 
 p


�c

�

with ��i
� i � 	� � satis�ng �
�� form the Stackelberg optimal solution of the problem �������	

Example�

Modelling was carried out for the same values as in section 	�	�

You can see the optimal values of u��t� in Fig�� and those of v��t� in Fig��� The �gures

indicate that player�s I startegy should equal � almost all the time� and player�s II strategy

� equal 	�� The size of the population in the reserved area grows from �� to ��� individuals

�Fig���� The size of the population in the area where �shing is allowed grows from �� to

	�� individuals �Fig����

The players� pro�ts given that they use the optimal strategies� are J� � ������	������

J
 � �����	�	����
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Let�s compare the players� payo�s when we use di�erent optimality principles�

Pro�t of player I� which corresponds to di�erent sizes of the reserved area s�t�� are shown

in Table 	� and pro�t of player II � in Table ��
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Table 	� Player I pro�t

s�t� ��	 ��� ��� ��� ��� ��� ��� ��� ���

Nash 		��	 ���� �	�� 	�	� 	�� ��� 	��� ���� ���	

Stakelberg 		��� ���� ���� ��� ���� ��� 	��� ���� ����

Table �� Player II pro�t

s�t� ��	 ��� ��� ��� ��� ��� ��� ��� ���

Nash 		��	 ���� �	�� 	�	� 	�� ��� 	��� ���� ���	

Stakelberg 	���� ���� ���� 	��� ��� 	�	� ���	 ���� ����

In the case of the Nash equilibrium both players are in the same conditions� so their

strategies and pro�ts are equal�

In the case of the Stackelberg equilibrium player I is the leader and� as Tables 	� � show�

this equilibrium is better for player I� but worse for player II� This solution gives the gain

to player I� whereas player II carries all the expenses of maintaining a stable population

development�

�� Model over an in�nite horizon

The dynamics of the �shery� as before� is described by the system of equations


�
x���t� � �x��t� 
 ���x
�t� � x��t�� �

x�
�t� � �x
�t� 
 �
�x��t� � x
�t��� u�t�� v�t� � xi��� � x�i �
���

where x��t� � � � size of the population at time t in the reserved area� x
�t� � � � size of

the population at time t in the area where �shing is allowed� � � natural growth rate of the

population� u�t� � � � �rst farm�s �shing e�orts at time t� v�t� � � � second farm�s �shing

e�orts at time t� s�t� � reserved portion of the reservoir and �i � q�s � coe�cients of the

migratory exchange� i � 	� ��

Then the discounted payo�s of the two players over an in�nite horizon at a rate r are

J� �
R�
� e�rt�m���x��t� � �x��


 
 �x
�t�� �x
�

� 
 c�u�t�


 � p�u�t�� dt �

J
 �
R�
�

e�rt�m
��x��t� � �x��

 
 �x
�t�� �x
�


� 
 c
v�t�

 � p
v�t�� dt �

���

where �xi�t� � population size optimal for reproduction� mi � penalty for deviation from the

state ��x�� �x
�� ci � catching costs of the i�th player and pi � market price for each player�

i � 	� ��

When we investigated the model with a �nite planning horizon� we used Pontryagin�s

maximum principle� The in�nite horizon gives us an opportunity to use Hamilton�Jacobi�

Bellman equation�

Let�s consider di�erent optimality principles for in�nite horizon model�

���� Nash optimal solution

Let�s �x the second player�s strategy and consider the problem of determining the optimal

strategy of player I�

De�ne the value function V �x� for our problem

V �x�� x
� � min
u
f

Z �

�
e�rt�m���x��t� � �x��


 
 �x
�t�� �x
�

� 
 c�u�t�


 � p�u�t��g �
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The Hamilton�Jacobi�Bellman equation is

rV �x�� x
� � min
u
fm���x� � �x��


 
 �x
 � �x
�

� 
 c�u


 � p�u

�V
�x�

��x� 
 ���x
 � x���



 �V
�x�

��x
 
 �
�x� � x
�� u� v�g

Let�s �nd the maximum over u


�c�u�
�V

�x

� p� � � �

Then the maximum is achieved at the point

u � �
�V

�x


 p����c� �

Substituting it into the equation� we get

rV �x�� x
� � m���x� � �x��
 
 �x
 � �x
�
� �
� �V
�x�

�p��
�

	c�

 �V

�x�
��x� 
 ���x
 � x���



 �V
�x�

��x
 
 �
�x� � x
�� v�

It is easy to verify that the quadratic form provides a solution to this equation�

Let V �x�� x
� � a�x


� 
 b�x� 
 a
x




 
 b
x
 
 kx�x
 
 l�

Then the player�s I strategy is

u�x� �
�a
x
 
 b
 
 kx� 
 p�

�c�
�

where the coe�cients satisfy the system of equations

����������
���������

ra� � m� �
k�

	c�

 �a���� ��� 
 k�


rb� � ��m��x� �
kb�

c�

� kp�

c�


 b��� � ��� 
 b
�
 � kv

ra
 � m	 � a�
�

c�

 �a
�� � �
� 
 k��

rb
 � ��m��x
 �
a�b�
c�

� a�p�
c�


 b
�� � �
� 
 b��� � �a
v

rk � �a�k
c�


 k�� � ��� 
 �a��� 
 �a
�
 
 k�� � �
�

rl � m��x
� 
m��x

 �
b�
�

	c�
� b�p�


c�
�

p
�

�

	c�
� b
v

���

Analogously for player II

v�x� �
�	
x
 
 

 
 k
x� 
 p


�c

�

where the coe�cients satisfy the system of equations

����������
���������

r	� � m
 �
k�
�

	c�

 �	��� � ��� 
 k
�


r
� � ��m
�x� �
k���

c�

� k�p�

c�


 
���� ��� 
 

�
 � k
u

r	
 � m��
��
�

c�

 �	
�� � �
� 
 k
��

r
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So� we proved the following theorem�
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Theorem ��

u��x� �
�a
x
 
 b
 
 kx� 
 p�

�c�

and

v��x� �
�	
x
 
 

 
 k
x� 
 p


�c

�

form the Nash optimal solution of the problem �������� where the coe
cients are de�ned

from ��� and ���	

Example�

Modelling was carried out for the following values
 q � ���� �� � �
 � q�s� � � �����

m� � m
 � ����� c� � c
 � 	�� p� � p
 � 	��� T � ���� r � ��	�

Let the initial size of the population be x���� � ��� x
��� � ��� And the optimal for

reproduction population sizes are �x� � 	�� and �x
 � 	���

You can see the optimal values of u��t� and v��t� �equal for both players� in Fig�	��

The �gure indicates that players� strategies should increase from � to �� The size of the

population in the reserved area grows from �� to 	�� individuals �Fig���� The size of the

population in the area where �shing is allowed grows from �� to �� individuals �Fig����

The players� payo�s given that they use the optimal strategies� are J� � J
 � ���������	��
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���� Stackelberg optimal solution

Using Hamilton�Jacobi�Bellman equation for player II we get

v�x� �
�	
x
 
 

 
 k
x� 
 p
 
 �u

�c

�

where the coe�cients are de�ned from ����

De�ne the value function V �x� for player�s I problem

V �x�� x
� � min
u
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e�rt�m���x��t� � �x��

 
 �x
�t�� �x
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 c�u�t�
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The Hamilton�Jacobi�Bellman equation is
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Let�s �nd the maximum over u
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wherefore

u � �
�V

�x

��c
 
 �� 
 �p�c
���c�c
 �

Substituting it into the equation� we get
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It is easy to verify that the quadratic form provides a solution to this equation�

Let V �x�� x
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Then the player�s I strategy is
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where the coe�cients satisfy the system of equations
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So� we proved the following theorem�

Theorem �� The strategies

u��x� � ���a
x
 
 b
 
 gx����c
 
 �� 
 �p�c
���c�c


and

v��x� � ����a
x

b

gx����c

��
�c�c
��	
x




k
x��
�c
��p�
�c�p
����c�c



 �

form the Stackelberg optimal solution of the problem �������� where the coe
cients are de�

�ned from ��� and ���	

Example�

Modelling was carried out for the same values as in section ��	�

You can see the optimal values of u��t� in Fig�	� and those of v��t� in Fig�	�� The �gure

indicates that player�s I strategy should increase from ��� to ���� and player�s II strategy �

from � to 	�� The size of the population in the reserved area grows from �� to 	�� individuals

�Fig�		�� The size of the population in the area where �shing is allowed grows from �� to

	�� individuals �Fig�	���

The players� pro�ts given that they use the optimal strategies� are J� � 	���������� and

J
 � 		����������
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Let�s compare the players� pro�ts when we use di�erent optimal principls�

Pro�t of player I� which corresponds to di�erent sizes of the reserved area s�t�� are shown

in Table �� and pro�t of player II � in Table ��

Table �� Player I pro�t

s�t� ��	 ��� ��� ��� ��� ��� ��� ��� ���

Nash 		��� ���� ���	 	��� ��� ��� ���� ��	� ����

Stakelberg 		��	 ���� ���� 	��� 	�� ��� 	�	� �	�� ����

Table �� Player II pro�t

s�t� ��	 ��� ��� ��� ��� ��� ��� ��� ���

Nash 		��� ���� ���	 	��� ��� ��� ���� ��	� ����

Stakelberg 	���� ���� ���� ���� 		�� 	��� ���� �	�� ����

As in the case of the �nite planning horizon� the Stackelberg equilibrium is better for

player I� but worse for player II than the Nash equilibrium�

In practice� the Hamilton�Jacobi�Bellman equation is more convenient for long�term

planning�
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